
Supplementary Information 

 

Supplementary Tables 1-4 uploaded as an excel spreadsheet listing log2fold change, p-value 

and adjusted p-value for all genes between HC vs MDD (Tab 1), HC vs MDD treatment-

resistant (Tab 2), HC vs MDD treatment-responsive (Tab 3) and HC vs MDD untreated (Tab 

4). 

 

Methods 

 

Participants. This was a non-interventional study, conducted as part of the Wellcome Trust 

Consortium for Neuroimmunology of Mood Disorders and Alzheimer’s disease (NIMA). There 

were five clinical study centres in the UK: Brighton, Cambridge, Glasgow, King’s College 

London, and Oxford. All procedures were approved by an independent Research Ethics 

Committee (National Research Ethics Service East of England, Cambridge Central, UK) and 

the study was conducted according to the Declaration of Helsinki. All participants provided 

informed consent in writing and received £100 compensation for taking part. 

 

Sample and Eligibility Criteria. For all participants, the following inclusion criteria applied: 

age 25-50 years, able to give informed consent; able to fast for 8 hours, and abstain from 

strenuous exercise for 72h, prior to venous blood sampling; and fluent English. The following 

exclusion criteria applied: pregnancy or breast feeding; alcohol or substance use disorder in 

the preceding 12 months; participation in an investigational drug study within the preceding 

12 months; lifetime history of any medical disorder or current use of any medication (e.g. 

statins, corticosteroids, antihistamines, anti-inflammatory medications). 

Adult patients meeting Diagnostic and Statistical Manual Version 5 (DSM-5) criteria for MDD 

(American Psychiatric Association, 2012) were recruited from NHS mental health and primary 

care services and from the general population by purposive advertising. Lifetime histories of 

bipolar disorder or non-affective psychosis were additional exclusion criteria. Diagnosis of 

MDD and other psychiatric disorders was ascertained by Structured Clinical Interview for 

DSM-51. Current depressive symptom severity was defined using total scores from the 17-

item Hamilton Rating Scale for Depression (HAM-D)2, and lifetime anti-depressant medication 

use was quantified using the Antidepressant Treatment Response Questionnaire (ATRQ)3. 

Cut-offs were defined a priori based on the literature. Total HAM-D score > 17 is a standard 

threshold for entry into placebo-controlled treatment trials of MDD; whereas a lower threshold 

of total HAM-D > 13 is typically used to define treatment-resistant depression, because there 

is usually some modest symptomatic response to treatment even if patients remain 

depressed4, 5. A group of healthy volunteers was recruited by advertising with no current or 



past history of any major psychiatric disorder as defined by DSM-5, and no history of 

monoaminergic drug treatment for any indication. Healthy volunteers completed the same 

screening and baseline assessments as patient groups (see below). Age, gender, medical 

history, smoking status, and family history were documented by semi-structured clinical 

interviews. Height and weight were measured for calculation of BMI (kg/m2). 

 

Questionnaire assessments. Psychological symptoms and childhood adversity were 

assessed as previously described6 by administration of the following questionnaires: the Beck 

depression inventory (BDI v2.0)7; the Spielberger State-Trait Anxiety Rating scale (STAI)8; the 

Chalder Fatigue Score (CFS)9; the Snaith-Hamilton Pleasure Scale (SHAPS)10; and the 

Childhood Trauma Questionnaire (CTQ)11. 

 

Sampling and isolation of PBMCs 

Whole blood was collected in K2EDTA tubes (BD, USA) by peripheral venepuncture and 

allowed to cool to room temperature for a minimum of 45 minutes. Blood was diluted in DPBS 

(Life Technologies, USA) before being added to Leucosep tubes (Greiner Bio-One Ltd, Austria) 

containing Histopaque (Sigma-Aldrich, USA) for density gradient centrifugation. Leucosep 

tubes were centrifuged at 800g for 15 minutes at room temperature with the break off. The 

interphase layer containing peripheral blood mononuclear cells (PBMCs) was carefully 

retrieved and washed twice in DPBS. Cells were counted and 1x106 PBMCs were 

resuspended in 350ul RLTplus buffer (Qiagen, Germany) containing 10ul/ml 2-

Mercaptoethanol (Sigma-Aldrich, USA). Cell suspension was loaded on to a QIAshredder 

(Qiagen, Germany) and centrifuged at >10,000g for 2 minutes for homogenisation. Lysed cell 

suspension was stored at -80°C prior to RNA extraction. RNA was extracted using the 

RNeasyMini Kit (Qiagen, Germany) as per the manufacturer’s instructions. In brief, lysed cell 

samples were thawed on ice and diluted 1:1 with 70% ethanol to precipitate the RNA, before 

being transferred to an RNeasy spin column and subjected to a series of washes and spins. 

RNA was eluted in 50ul RNase-free H2O and stored at -80°C before being sent for sequencing.  

 

RNA-sequencing and processing. PBMC samples were taken from four separate population 

groups. Numbering 44 healthy controls, 94 MDD treatment-resistant, 47 MDD treatment-

responsive, 46 MDD untreated patients. The distribution is illustrated in figure 1a. All PBMC 

samples had an RNA Integrity Number (RIN) ≥ 8 and were analysed for gene expression 

levels by RNA-Seq. Sequencing was performed by Edinburgh Genomics. Libraries were 

generated using a TruSeq stranded mRNA-seq library preparation kit and was sequenced on 

a HiSeq 4000 using 75bp paired end reads. Samples were sequenced to an average depth of 

54.5 million read pairs. Reads were trimmed using Cutadapt 1 (version cutadapt-1.9.dev2)12. 



Reads were trimmed for quality at the 3’ end using a quality threshold of 30 and for adapter 

sequences of the TruSeq stranded mRNA-seq kit (AGATCGGAAGAGC). Reads after 

trimming were required to have a minimum length of 50. The reference used for mapping was 

the Homo sapiens genome from Ensembl, assembly GRCh38, annotation version 84. Reads 

were aligned to the reference genome using STAR 2 (version 2.5.2b)13 specifying paired-end 

reads and the option --outSAMtype BAM Unsorted. All other parameters were left at default. 

Reads were assigned to features of type ‘exon’ in the input annotation grouped by gene_id in 

the reference genome using featureCounts 3 (version 1.5.1). Strandedness was set to ‘reverse’ 

and a minimum alignment quality of 10 was specified. After filtering for only protein coding 

genes, we observed a median of 40 million exonic aligned reads per sample (>85%). 

 

RNA-sequencing differential expression analysis. Differential expression analysis was 

performed using DESeq2 (version 1.18.1)14. The count matrix was initially filtered to include 

only coding genes with a mean of > 1 read per sample. For the comparisons of binary clinical 

covariates (e.g. gender, tobacco) one group was compared to the other. For continuous 

clinical covariates (e.g. age, BMI) the patients in the lower quartile were compared to those in 

the upper quartile. No additional covariates were used in the DEseq2 model when comparing 

clinical covariates. For the comparisons between HC group and the MDD groups the 15 clinical 

covariates (Figure 1b) identified as having > 5 significant associated genes (adjusted p < 0.01) 

and “batch” were included as covariates in the model. To control for extreme outlier values 

typical in large and heterogeneous datasets, a Cooks cut-off of 0.2 was used. All other 

parameters were left to default. Significance was set at an adjusted p of < 0.01. 

 

Correction of RNA-sequencing expression data. The base expression values were 

generated with DEseq2, using the “counts” function with “normalized” set to “true”. These 

values were used in the Cibersort analysis. When plotting clinical covariates (e.g. age, gender 

and BMI), and when performing the immune age meta-gene analysis, extreme outliers were 

controlled for by capping individual expression values at 1.5 times the interquartile range, on 

a gene by gene basis. When plotting expression values for the HC or MDD groups and for the 

co-expression analysis the expression data was additionally corrected using Combat15, to 

remove the effects of clinical confounders. The Combat model included all 15 clinical 

covariates (Figure 1b) identified as having > 5 significant associated genes (adjusted p < 0.01) 

and “batch” and was performed prior to capping at 1.5 times the interquartile range. All other 

parameters were left to default. 

 

RNA-sequencing randomised cases and controls. To generate the differential signatures 

for randomised cases and controls, the 231 PBMC samples were randomised using the r 



function “sample” (without replacement). The number of ‘cases’ and ‘controls’ in the 

randomised groups was identical to the real groups (44 HC and 187 MDD). Differential 

expression was performed as the real HC vs MDD comparison (including using the 15 clinical 

covariates and “batch” in the linear model) using DESeq2, as described above. The 

randomising of groups followed by differential expression analysis was repeated fifty times, 

using random seeds 1-50 for reproducibility. To generate the p value distribution for the 

waterfall plot each of the fifty comparisons were sorted by descending p value, and then 

averaged at each rank. The 250 lowest p-values were then plotted. To identify false positive 

genes, we considered any gene that was significantly different (at the given adjusted p 

threshold) in a randomised case versus control comparison to be false positive gene. To 

calculate the median and maximum number of false positive genes at a given adjusted p 

threshold the median and maximum across all 50 randomised comparisons was used. 

Consistent false positive genes were identified as any gene that appeared as a false positive 

in at least three of the fifty randomised comparisons, at adjusted p < 0.25. Over-representation 

analysis was performed on the list of consistent false positives using DAVID functional 

enrichment (version 6.8)16, 17 with the background Homo Sapiens and selecting 

GOTERM_BP_DIRECT, KEGG, REACTOME and BIOCARTA (Table 2). All other parameters 

were left to default. 

 

Co-expression analysis. The co-expression network cluster analysis was based on the 

analysis performed by Le et al18 and used their code as a template. Firstly, we removed genes 

with low expression (mean > 10, in the Combat corrected data) or with exceptionally high 

coefficient of variability (standard deviation / mean < 0.15), to reduce the chance that 

correlations could be driven by technical variability. Next the resultant expression matrix was 

converted into a matrix of gene vs gene Pearson correlation coefficients (PCC) using the R 

function “cor”. This was then filtered to include only genes that correlate with at least one other 

gene at PCC > 0.5. This was then converted into a list of co-expression network edges. A 

topological overlap matrix (TOM) for the resultant network was generated using the R method 

“TOMsimilarity” with “TOMtype=unsigned”. A hierarchical tree was constructed from the 

inversed TOM matrix (i.e. dissimilarity), using “hclust” with average reordering. The tree was 

then cut at a height of 0.95 to generate clusters of correlating genes. In order to focus only on 

large and reliable clusters a minimum cluster size of 50 genes was set. This created 48 

clusters. To identify any clusters with significantly different gene expression between HC and 

MDD samples, a metagene for each cluster was generated. To do so, the expression values 

for all genes were scaled into per gene Z-scores. Next, for each cluster the mean expression 

z-score across all genes in that cluster was calculated, for each sample. Finally, for each 

cluster the resultant scores for the HC samples were compared to that of the MDD samples 



using an unpaired, two-tailed T-test. The resultant p values were adjusted using the Benjamini-

Hochberg procedure. No cluster was significant at adjusted p < 0.25. 

 

Expression microarray analysis. The GSK-HiTDiP19 MDD microarray data was downloaded 

from GEO (GSE98793) and the 22 samples that were reported to have failed QC were 

removed. The expression data was then quantile normalised using Limma20. Unannotated 

probe sets were removed. To control for genes represented by several different probe sets, 

Jetset21 was used to select the probe set for each gene with the highest Jetset score. This 

resulted in 20,191 valid probe sets. Differential expression analysis was performed between 

the HC and MDD groups using Limma, and included batch, age, gender and anxiety as 

additional covariates. All other parameters were left to default. The quantile normalised 

expression values were corrected for batch using Limmas “removeBatchEffect” function. 

 

RNA-sequencing immune age meta-genes. A list of PBMC age associated genes was 

identified by using Deseq2 to compare the samples of lowest to highest quartile of age, as 

described above, however with an adjusted p < 0.01 and an absolute log2 fold cut-off of 0.5. 

This resulted in a total of 262 genes. Next the expression values (non-corrected but outlier 

capped) for the PBMC age related genes were scaled (per gene z-score), with the sign 

inversed for genes that were downregulated with age. Finally, the mean scaled value (across 

262 genes) per sample was calculated. This value was considered as the samples immune 

age. The samples immune age was then plotted against the samples chronological age. We 

replicated the analysis using the GSK-HiTDIP whole blood dataset. As the age phenotype was 

weaker in this dataset than our own, with only 19 significant age-related genes between upper 

and lower age quartiles, we estimated immune age over a range of p value thresholds and 

selected the threshold (p < 0.001) that resulted in the best correlation with patient age (SCC 

0.63). 

 

Heatmaps. Heatmaps were generated using the R package hclust (version 1.1.25) with 

distance_method = "spearman", clustering_method = "average" and reorder_function = 

"average". Row scaled (z-score) expression values were used. 
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