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Abstract

Introduction: Fetal heart rate (FHR) monitoring is one of the commonest and
most affordable tests performed during pregnancy worldwide. It is critical for
evaluating the health status of the baby, providing real-time insights into the
physiology of the fetus. While the relationship between patterns in these sig-
nals and adverse pregnancy outcomes is well-established, human identification
of these complex patterns remains sub-optimal, with experts often failing to
recognise babies at high-risk of outcomes such as asphyxia, growth restriction
and stillbirth. These outcomes are especially relevant in low- and middle-income
countries where an estimated 98% of perinatal deaths occur. Pre-term birth
complications are also the leading cause of death in children |5 years of age,
75% of which can be prevented. While advances have been made in developing
low-cost digital solutions for antenatal fetal monitoring, there is still substan-
tial progress to be made in developing tools for the identification of high-risk,
adverse outcome pre-term pregnancies using these FHR systems. In this study,
we have developed the first machine learning algorithm for the identification
of high-risk preterm pregnancies with associated adverse outcomes using fetal
heart rate monitoring.

Methods: We sourced antepartum fetal heart rate traces from high-risk, pre-
term pregnancies that were assigned at least one of ten adverse conditions. These
were matched with normal pregnancies delivered at term. Using an automated,
clinically-validated algorithm, seven distinct fetal heart rate patterns were
extracted from each trace, subsequently filtered for outliers and normalized.
The data were split into 80% for model development and 20% for validation.
Six machine learning algorithms were trained using k-fold cross-validation to
identify each trace as either normal or high-risk preterm. The best-performing
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algorithm was further evaluated using the validation dataset based on metrics
including the AUC, sensitivity, and specificity at three distinct classification
thresholds. Additional assessments included decision curve analysis and gesta-
tional age-specific and outcome-specific performance evaluations.

Results: We analysed antepartum fetal heart rate recordings from 4,867 high-
risk, pre-term pregnancies with adverse outcomes and 4,014 normal pregnancies.
Feature extraction and preprocessing revealed significant differences between
the groups (p<0.001). The random forest classifier was the most effective model,
achieving an AUC of 0.88 (95% CI 0.87-0.88). When evaluating specific adverse
outcomes, the median AUC was 0.85 (IQR 0.81-0.89) and the model consistently
exceeded an AUC of 0.80 across all gestational ages. The model’s robustness was
confirmed on the validation dataset with an AUC of 0.88 (95% CI 0.86-0.90)
and a Brier score of 0.14. Decision curve analysis showed the model surpassed
both the treat-none and treat-all strategies over most probability thresholds
(0.11-1.0). Performance metrics when using the Youden index were as follows:
sensitivity 76.2% (95% CI 72.6-80.5%), specificity 87.5% (95% CI 83.3-91.0),
F1 score 81.7 (95% CI 79.6-83.9), and Cohen’s kappa 62.8 (95% CI 59.6-66.4),
indicating high discriminative ability between pregnancy outcomes.

Conclusions: Our study successfully demonstrated machine learning algorithms
are capable of identifying high-risk preterm pregnancies with associated adverse
outcomes through fetal heart rate monitoring. These findings demonstrate the
potential of machine learning in enhancing the accuracy and effectiveness of
antenatal fetal monitoring, particularly for high-risk cases where timely interven-
tion is crucial. This algorithm could substantially improve pregnancy outcome
prediction and consequently, maternal and neonatal care, especially in low- to
middle-income countries where the burden of adverse outcomes is high.

Introduction

Monitoring of the fetal heart rate is one of the commonest obstetric investigations
worldwide, estimated to be used in more than 85% of pregnancies.[1] Fetal heart rate
monitoring ("non-stress test” or “cardiotocography”) involves the non-invasive appli-
cation of an ultrasound transducer to the maternal abdomen to continuously evaluate
the fetal heart rate, enabling real-time, continuous assessment of fetal physiology.
Patterns within the fetal heart rate are associated with central and peripheral nervous
system and fetal endocrine activity.[2, 3] These patterns are therefore used to evaluate
fetal brain health and overall wellbeing.[4, 5] Monitoring in the third trimester before
labour (the antepartum) is frequently performed to assess whether a baby is at risk of
an adverse outcome or death, indicating early pregnancy intervention is required.[6-8]

Antepartum fetal heart rate monitoring has been a mainstay in pregnancy care since
the 1960s, however the reproducibility and reliability of human visual analysis has
remained consistently poor.[9] Studies demonstrate expert clinical evaluation fails to
accurately identify between 35-92% of fetal heart rate patterns.[10, 11] Inter- and
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intra-observer agreement between experts has also been estimated as low as 29%
while false positive rates for identifying an at-risk fetus are as high as 60%.[12-17]
Human misinterpretation of these patterns has therefore been associated with avoid-
able early pregnancy intervention, increased adverse pregnancy outcomes (including
fetal death) and is a major source of medicolegal litigation globally.[18-21] Efforts
to standardize visual evaluation methods in antepartum fetal heart rate monitoring
have faced issues with performance, reproducibility and clinician consensus. [21-25]

Globally, It is estimated that 98% of perinatal deaths occur in low- and middle-
income countries.[26] While technologies for the assessment of fetal wellbeing (e.g.
fetal electrocardiography, ultrasound imaging and fetal magnetocardiography) are
often prohibitively expensive, fetal heart rate monitoring is one of the most affordable
solutions.[26, 27] Recent efforts have also resulted in the development of significantly
cheaper mobile-based technologies.[28] The technical training required for practition-
ers to use these devices is low. However, training users to evaluate these complex
signals is frequently a costly barrier to implementation.

Developments in applied machine learning and the curation of large clinical datasets
have demonstrated considerable potential for the early detection of pregnancy
disorders.[29-31] Machine learning models can now out-perform clinical experts at
diagnosis and imaging analysis.[32-34] While machine learning studies have been
undertaken for fetal heart rate analysis during labour and delivery (where these
patterns vary significantly to the antepartum)[35-37], there is a paucity of such explo-
ration in antepartum, pre-term (<37 weeks) pregnancies. This period in pregnancy
is recognised as an area of high need for investigation.[38] Pre-term birth complica-
tions are the leading cause of death in children <5 years of age, accounting for an
estimated 1 million global deaths annually, with 75% being preventable.[39, 40] The
successful application of machine learning to one of the commonest and accessible
investigations in pregnancy could contribute substantially to alleviating this burden.
It is not yet known if the application of machine learning to antepartum fetal heart
rate patterns can identify high-risk pre-term pregnancies. In this study, we have devel-
oped a large cohort of high-risk pre-term pregnancies and demonstrated that machine
learning algorithms trained on established fetal heart rate patterns possess substantial
potential in identifying high-risk pregnancies.

Methods

Data processing, study group identification and extraction of
fetal heart rate features

We extracted raw digital antepartum fetal heart rate traces from the Oxford Uni-
versity Hospitals maternity database at the John Radcliffe Hospital (Oxford, United
Kingdom) between the 30*® of November 1990 and 31%% of December 2021. Traces
were acquired from singleton pregnancies between 2779 and 361° gestational weeks
for which associated clinical outcome information for the mother and baby were avail-
able. We then developed a normal cohort of healthy pregnancies delivered at term
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and a high-risk adverse outcome cohort of pre-term delivery pregnancies. Inclusion
and exclusion criteria were used to obtain a normal cohort (Supplementary Table 1).
These included records from pregnant women aged between 18-39 years with a BMI
<30 kg/m?, normal pregnancy biomarker and ultrasound scan results, term delivery
(3719-417° weeks), birthweights between 25751 centiles, normal Apgar scores (>4
at 1 minute; >7 at 5 minutes) and no requirement for neonatal resuscitation or special
care admission following delivery. For pregnancies with more than one trace available
in a gestational week, only the first trace was used to remove potential bias introduced
by subsequent traces that may have been performed due to observations from the
initial trace. The high-risk preterm adverse outcome cohort comprised pregnancies
in which the baby was classified at delivery as having at least one of low acidaemia,
antepartum/intrapartum stillbirth, asphyxia, a birthweight <3'@ centile for gesta-
tional age[41], an extended special care admission >7 days, hypoxaemic ischaemic
encephalopathy, low Apgar scores, neonatal sepsis, perinatal infections or respiratory
conditions. The definition of acidaemia was an arterial pH <7.13 and arterial base
deficit >10.0 for babies delivered via caesarean section without labour or arterial pH
<7.05 and arterial base deficit >14.0 for babies who experienced labour (regardless of
delivery method) in accordance with hospital guidelines where the data were acquired.
Low Apgar scores were defined as <4 at 1 minute and <7 at 5 minutes.[42] Asphyxia
was defined as low Apgar scores in the presence of acidaemia. Hypoxaemic ischaemic
encephalopathy and neonatal sepsis were diagnosed by board-certified neonatolo-
gists. Diagnoses were obtained either directly from clinical records or using Phecodes
(Phecode version 1.2; perinatal infection: 657, respiratory conditions: 656.2).[43]

We excluded records from babies delivered with inadequate outcome information to
avoid potential confounding. FHR monitoring is used to inform clinical decision mak-
ing, sometimes resulting in avoidable early delivery of the baby. As such, introducing
traces from pre-term deliveries in the absence of other independently verifiable adverse
outcomes could introduce bias. We then excluded from the high-risk preterm adverse
outcome cohort traces that were acquired more than 7 days prior to delivery. Traces
are acquired for myriad indications throughout pregnancy. It is therefore unreliable to
assume traces acquired throughout pregnancy are for a consistent indication. Incor-
porating traces acquired substantially earlier than the outcome was identified without
clinical evidence would assume all traces acquired for that pregnancy were performed
while pathology was present in the fetus. Constraining the time window for adverse
outcome traces to within 7 days prior to delivery assists in avoiding this assumption.

We processed the raw antepartum FHR signals with an established automated fea-
ture identification algorithm to extract seven features[34, 35]: basal fetal heart rate,
accelerations, decelerations, most lost beats (MLB), short-term variation (STV),
time spent in an episode of high variation and time spent in an episode of low vari-
ation (minutes). Features were not extracted beyond 60 minutes of the trace. These
features and their extraction methods have previously been described and clinically
validated in the literature.[44] We provide here a brief description of these features.
The first procedure in FHR feature extraction is fitting a baseline (the average
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heart rate excluding any major deviations) to the signal. This serves as the reference
point for the trace, facilitating the identification of other features. Accelerations and
decelerations are transient deviations above or below this baseline. An acceleration is
defined as a temporary increase in the FHR at least 10 bpm above the baseline lasting
longer than 15 seconds. A deceleration is a decrease of at least 20 bpm lasting longer
than 30 seconds or at least 10 bpm lasting longer than 60 seconds. "Lost beats” is the
product of the duration of the deceleration and the magnitude of the deviation from
the baseline of deceleration. "Most lost beats” is the largest observed loss of beats
due to a deceleration in a FHR trace. STV is the mean absolute difference in time
intervals between successive heart rate pulses. Episodes of high and low variation are
defined as episodes in which the variability of the FHR trace is consistently above
(high variation) or below (low variation) pre-determined thresholds of variation. Fetal
movements were not included in our analysis, as they are a subjective measurement
and often not recorded in a clinical setting. We then examined each trace for outliers,
excluding any trace that demonstrated >30% signal loss, basal fetal heart rate <100
or >180bpm, >1 acceleration per minute, >125 most lost beats, or an STV <2 or >30
milliseconds based on clinical expertise. Each FHR trace feature was then transformed
into either a z-score (where the distribution approximated normal) or using min-max
normalisation. We performed propensity score matching, matching for gestational
age at FHR trace acquisition, fetal sex and trace duration. The K-nearest neighbours
algorithm was used to sample without replacement, matching each identified case of a
preterm adverse outcome to a normal outcome pregnancy where available. The data
were then randomly spliced 80:20% into a model training dataset and internal vali-
dation dataset, balanced for outcome, gestational age, trace duration and fetal sex.

Development of machine learning models

We trained six machine learning algorithms on the model training dataset to
predict whether a trace belonged to the normal or preterm adverse outcome preg-
nancy. The algorithms were a decision tree (DT), Gaussian naive Bayes (GNB),
logistic regression (LR), random forest (RF), support vector machine (SVM) and
XGBoost (XGB). These were chosen because they are robust algorithms and
well-established in clinical predictive modelling.[45] In perinatal medicine, preterm
adverse outcomes frequently exhibit concomitance; for example, low Apgar scores
are often associated with conditions such as hypoxaemic ischaemic encephalopa-
thy and neonatal sepsis. Consequently, we opted against the development of a
multiclass predictive model designed to identify each individual adverse outcome.

Each algorithm was trained using the transformed values of the seven FHR features.
10-fold cross validation was used, with each fold balanced for outcome, gestational
age, trace duration and fetal sex. The optimum hyperparameters for each algorithm
were identified using Bayesian optimisation. The average receiver-operator char-
acteristic area under the curve (AUC) for each model was then used to evaluate
the model’s overall performance. We ranked each model by AUC and compared
the median AUC between each model with a Kruskal-Wallis one-way ANOVA and
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performed a pair-wise Mann-Whitney U test with a significance threshold of 0.01.
The best-performing model was then selected as the final model for further analysis.

The model was then evaluated on the internal validation dataset using the AUC,
sensitivity (of everyone classified as belonging to the preterm adverse outcome
group, how many did the model correctly identify), specificity (how many normal
FHR traces were correctly identified as such), F1 score (the harmonic mean of
the proportion of true positives among the identified positives and sensitivity) and
Cohen’s Kappa (the level of agreement between the predictive model and the known
outcome). We determined that for a predictive model to demonstrate significant
potential benefit, the average AUC must exceed 0.70 (in keeping with similar studies
from the intrapartum period).[37, 46] An AUC of <0.6 would suggest poor discrim-
ination, while 0.6-0.69 would be fair, 0.70-0.79 would be good and >0.8 would be
excellent in keeping with similar publications.[47] We evaluated the AUC across
all gestational ages and for each gestational age between 2710 and 367° weeks.

Decision curve analysis was performed to compare the net benefit of the model
against “treat-all” and “treat-none” strategies. In this context, a treat-all approach
would be one in which pregnancies with suspected preterm adverse outcomes would
be treated as such, e.g. delivered immediately. A treat-none strategy would com-
prise no further intervention in the pregnancy. Decision curve analysis evaluates
how much "net benefit” the predictive model adds relative to these strategies. A
robust predictive model should outperform the treat-all and treat-none strategies
across a range of probability thresholds to identify pregnancies requiring treat-
ment while avoiding unnecessary intervention in those that are unlikely to have
an adverse outcome if untreated. An ineffective model would demonstrate either
no net benefit or a lower net benefit relative to the treat-all strategy. We evalu-
ated probability thresholds between 0.01 and 0.99 (1-99%). We then assessed the
accuracy of the probability prediction (calibration degree) using the Brier score.

Statistical Analysis

We adhere to TRIPOD guidelines for reporting.[48] Discrete variables are presented
as numbers (with interquartile ranges) and percentages while continuous variables
are listed as mean and 95% confidence intervals (95% CI). Categorical variables were
compared using the Chi-square test while continuous variables were compared using
the Mann-Whitney U test with a significant threshold of 0.05. Predictive models
were compared using an ANOVA and pair-wise Mann-Whitney U test with a signif-
icance threshold of 0.01. P-values were estimated for each feature’s association with
a high risk pregnancy using the Mann-Whitney U test and a significance threshold
of 0.05. Confidence intervals were calculated using the bootstrap method. Effect sizes
were analysed using Cohen’s D for parametric and Rank-biserial correlation for non-
parametric variables. Analysis was performed using Python (version 3.9.17) with the
Pandas (version 1.5.3), NumPy (version 1.23.5), Matplotlib (version 3.7.1) and SciPy
(version 1.10.1) packages.
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Fig. 1: Data flow for the development of a study dataset and predictive model to
identify pre-term adverse outcome pregnancies using the antepartum fetal heart rate.
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Results

The study population comprised 8,881 FHR traces. 4,014 (45.2%) normal and
4,867 (54.8%) high-risk preterm adverse outcome traces were identified (Table 1).
The median maternal age was 30 years (25-34), median parity was 1 (0-1) and
median BMI was 23.5 (21.3-26.2). 4,335 (48.8%) traces were from male fetuses
and 4,546 (51.2%) were from female fetuses. The distribution of outcomes did not
differ significantly across gestational ages (p = 0.17). Significant differences were
observed for all FHR features between the normal and preterm adverse outcome
groups (Table 2). Median accelerations, episodes of high variation and short-
term variation were significantly higher in the normal outcome group (p<0.001)
while the basal heart rate, decelerations, episodes of low variation and most lost
beats were significantly higher in the preterm adverse outcome group (p<0.001).

Feature Normal outcome  Preterm adverse outcome p Effect size
FHR traces 4,014 4,867 - -
Maternal age 29 (25-33) 31 (26-35) <0.01 Small
Viable parity 1(0-1) 0 (0-1) <0.01  Small
Non-viable parity 0 (0-1) 0 (0-1) <0.01  Small
BMI 23.5 (21.2-25.9)  24.9 (22.0-29.4) <0.01  Medium
Fetal sex Male: 1,960 Male: 2,375 0.99 -

Female: 2,054 Female: 2,492

Table 1: Study population characteristics. Normal and preterm
adverse outcome cohorts were developed to train machine learning algo-
rithms to predict whether a fetal heart rate (FHR) trace belonged to either
group. 4,014 FHR traces were identified for the normal cohort and 4,867
traces for the preterm adverse outcome cohort. Women in the preterm
adverse outcome were on average ~ 2 years older and had not yet expe-
rienced a viable pregnancy (effect size <0.01). They also demonstrated on
average marginally higher body mass indices (BMI) however the effect size
was medium (~ 0.2). There was no significant difference in the fetal sex of
the pregnancy between each group. The effect size for maternal age, viable
and non-viable parity was small, indicating the absolute difference between
the two groups was not substantial.

The data were then split 80% into model training and 20% internal valida-
tion datasets, balanced for outcome, trace duration, gestational age and fetal
sex. We trained the algorithms to predict the preterm adverse outcome group
using the seven fetal heart rate features and 10-fold cross-validation with each
fold balanced for outcome, trace duration, gestational age and fetal sex. We
then compared the performance of each predictive model using the receiver-
operator area under the curve (AUC) (Figure 2, Supplementary Table 2). The
random forest and XGBoost algorithms demonstrated the best performance with
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Fig. 2: Comparison of the area under the curve (AUC) across six machine
learning algorithms. Each algorithm was trained on the model training dataset
with 10-fold cross validation. The best performing model was the random forest algo-
rithm (AUC 0.88, IQR 0.87-0.88). AUC = receiver-operator area under the curve.
See Supplementary Table 2 for values.

a mean AUC of 0.88 (95% CI 0.87-0.88) and 0.87 (95% CI 0.86-0.87, p<0.001).

The relative importance of each FHR feature in the random forest model was
subsequently evaluated. In a random forest model, the importance of each feature
is determined by measuring how much a particular feature improves the model’s
performance, averaged across all the trees within the forest. Importance varied
considerably across the assessed features. The most salient predictor was short-
term variation which accounted for 27.1% of the model’s predictive capacity. This
was followed by baseline heart rate and episodes of high variation contributing
16.4% and 13.8% to the model’s accuracy, respectively. Features such as accel-
erations and episodes of low variation also held moderate predictive value, with
importances of 12.0% and 11.2%, correspondingly. Conversely, most lost beats
and decelerations had diminished relative importance, contributing merely 5.4%
and 2.4% to the model’s overall predictive performance (Supplementary Figure 1).
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Feature Normal outcome  Preterm adverse outcome p Effect size
Accelerations 5 (3-8) 3 (1-5) <0.001 -0.4 (Large)
Baseline heart rate 138 (132-144) 139 (132-145) <0.001 0.0 (Small)
Decelerations 0 (0-1) 0 (0-1) <0.001 0.1 (Small)
High variation (minutes) 7 (3-14) 2 (0-7) <0.001 -0.4 (Large)
Low variation (minutes) 0 (0-1) 4 (0-22) <0.001 0.4 (Large)
Most lost beats 8 (6-11) 11 (8-18) <0.001 0.2 (Medium)
Short-term variation 9 (8-11) 7 (5-9) <0.001 -0.5 (Large)

Table 2: Comparison of fetal heart rate features between normal and preterm adverse
outcome pregnancies. Fetal heart rate patterns (features) were extracted from all traces
using an automated algorithm. Significant differences were observed between the nor-
mal and pre-term adverse outcome groups for each signal feature. Values shown are
the median value for each feature with the interquartile range in brackets. The effect
size was small for baseline heart rate and decelerations (> —0.10; < 0.1), medium for
most lost beats (> —0.3; < 0.3) and large for accelerations, high variation minutes,
low variation minutes and short-term variation (<-0.3; >0.3).

The predictive performance of the random forest model was then evaluated for
each of the individual outcomes contributing to a classification of preterm adverse
outcome. The majority of outcomes exceeded an AUC of 0.80. The median AUC
across all individual outcomes was 0.85 (IQR 0.81-0.89) demonstrating robust per-
formance (Supplementary Table 3). The highest AUC was for hypoxic ischaemic
encephalopathy (AUC 0.99, IQR 0.70-0.99, n=7) while the lowest was for a
special care admission exceeding one week (AUC 0.77, IQR 0.73-0.80, n=161).

We then evaluated the model’s performance on the internal validation dataset.
The model performed well with an AUC of 0.88 (95% CI 0.86-0.90, Figure
3) and demonstrated a high degree of calibration (Brier score 0.14, Supple-
mentary Figure 2). Decision curve analysis was used to assess the net benefit
of the model across a range of probability thresholds (0.01-0.99) compared
to treat-all and treat-none strategies. The net benefit of the model exceeded
the treat-all strategy for all probability thresholds above 0.11 (Supplementary
Figure 3) and exceeded the treat-none strategy for all probability thresholds.

Three probability thresholds for a classification of normal or preterm adverse out-
come were evaluated: the Youden index (the position on the ROC curve whereby
sensitivity and specificity are maximal) and the thresholds corresponding to 95%
sensitivity and 95% specificity. For each threshold, we evaluated the sensitivity, speci-
ficity, F1 score and Cohen’s Kappa (Table 3). The sensitivity and specificity using
the Youden index threshold (threshold = 59.6%, 95% CI 55.6-62.9%) was 76.2%
(95% CI 72.6-80.5%) and 87.5% (95% CI 83.3-91.0). The specificity for the 95%
sensitivity threshold (29.3%, 95% CI 28.9-31.6%) was 41.4% (95% CI 33.9-49.2%).
The sensitivity for the 95% specificity threshold (73.6%, 95% CI 70.1-77.0%) was
59.3% (95% CI 54.0-65.6). The F1 scores for the three thresholds were 81.7 (95% CI
79.6-83.9), 78.1 (95% CI 75.4-80.7) and 72.5 (95% CI 68.3-77.4). Cohen’s Kappa

10
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Fig. 3: Receiver operating characteristic (ROC) curve for the prediction of
an adverse outcome in a pre-term fetus on the validation dataset. The area
under the curve (AUC) for the random forest classifier was 0.88 (95% CI 0.86-0.90),
demonstrating an ’excellent’ degree of performance.

was 62.8 (95% CI 59.6-66.4), 38.1 (95% CI 30.3-46.4) and 52.3 (95% CI 46.6-58.6).

We then assessed the performance of the model for each gestational age interval (Sup-
plementary Table 4 & Supplementary Figure 4). The median AUC exceeded 0.90
between 2770 (AUC 0.93, 95% CI 0.86-0.98) and 3175 weeks (AUC 0.93, 95% CI
0.89-0.97) and exceeded 0.80 for all subsequent weeks. The highest AUC observed
was 0.93 (95% CI 0.89-0.97) at 3179-3176 weeks while the lowest was at 36793676
weeks (0.81, 95% CI 0.77-0.85).

Discussion

We have shown machine learning algorithms can contribute substantially towards
identifying high-risk pre-term pregnancies using antepartum FHR patterns. We

11
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Threshold Sensitivity Specificity F1 score Cohen’s
(%) (%) (%) (%) Kappa
Youden 59.6 76.2 87.5 81.7 62.8
(55.6-62.9) (72.6-80.5) (83.3-91.0) (79.6-83.9) (59.6-66.4)
95% Sensitivity 29.3 - 41.4 78.1 38.1
(28.9-31.6) (33.9-49.2) (75.4-80.7) (30.3-46.4)
95% Specificity 73.6 59.3 - 72.5 52.3
(70.1-77.0) (54.0-65.6) (68.3-77.4) (46.6-58.6)

Table 3: Evaluation of the random forest model using the validation dataset. The
performance of the predictive model was evaluated using three different probability
thresholds. Cases above the threshold were classified as preterm adverse outcome
pregnancies, those below were designated as normal. The Youden threshold is the
probability threshold at which the sensitivity and specificity are maximal. Sensitivity
(true positive rate) measures the proportion of actual preterm adverse pregnancy
outcomes that are correctly identified by the model. Specificity (true negative rate)
quantifies the proportion of actual normal outcome pregnancies accurately classified
by the model. The F1 score is the harmonic mean of precision (the proportion of
true positives among the identified positives) and sensitivity, providing a balanced
measure of a model’s performance. Cohen’s Kappa measures the degree to which the
classifications made by the algorithm agree with the true classifications, accounting for
the agreement that would be expected by random chance. Values in brackets denote
the 95% confidence intervals.

identified a cohort of high-risk pre-term pregnancies and used a clinically-validated
algorithm to extract seven physiologically-validated fetal heart rate features that
were independent from the pitfalls of subjective assessment. We then applied machine
learning algorithms to develop a high-fidelity predictive model capable of discrimi-
nating across a range of gestational ages. The model performed well when evaluated
across a range of metrics on the validation dataset, including high sensitivity,
specificity, F1 score and Cohen’s kappa. Decision curve analysis also demonstrated
the model significantly outperformed both treat-all and treat-none strategies.

To our knowledge, this is the first study of its kind. This study employs a
fully-automated machine-learning approach, independent from subjective clinical
evaluation. We also utilised discrete, objective clinical outcomes to define a high-
risk pre-term cohort. Previous studies have either used FHR patterns identified by
visual interpretation or trained algorithms to predict outcomes based on clinical
impressions (for example a “non-reassuring trace”), both of which are susceptible
to subjectivity and bias. This represents an important advancement in the appli-
cation of machine learning to clinical care of the pregnancy. FHR monitoring is
one of the few yet affordable technologies available for immediate and real-time
evaluation of fetal physiology and wellbeing. Human clinical experts have frequently
proven limited at this task. These signals are complex and difficult to interpret
visually, resulting in poor inter- and intra-rater reliability and high false positive
rates. This has been associated with avoidable caesarean sections (and consequent
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preterm morbidity), as well as adverse fetal outcomes from a failure to intervene.
These results indicate machine learning algorithms possess substantial promise
in outperforming clinical experts and existing systems at this task. Early detec-
tion of high-risk pre-term pregnancies is critical. Exposure to labour would place
these pregnancies at a substantially increased risk of an adverse outcome or death.
Therefore, a high-fidelity system decoupled from the difficulties and inherent biases
associated with visual interpretation of these signals would be of significant benefit.

The relationships we identified between each FHR pattern and the prediction of a
high-risk pre-term pregnancy are supported by previous studies. FHR accelerations
are an indicator of neurological health, concomitant with a healthy response to
transient umbilical cord compression and fetal movements and suggest an absence
of hypoxia.[49] Episodes of high variation are analogous to episodes of active sleep-
/wakefulness. Cycling between episodes of active sleep is a hallmark of normal
neurological development, the absence of which has been associated with acidaemia,
hypoxia and low Apgar scores.[49, 50] Low STV values have been associated with
an increased risk of fetal acidaemia.[51, 52] Below normal basal fetal heart rates
(fetal bradycardia) are associated with an increased risk of adverse outcomes, includ-
ing hypoxia, sustained umbilical cord compression, hypoxia, cardiac anomalies and
maternal hypotension.[53, 54] Decelerations and their magnitude are associated
with an increased risk of an adverse pregnancy outcome. Large magnitude decel-
erations are known to occur in acute fetal hypoxia and acidosis.[55] Episodes of
low variation are analogous to quiet/deep sleep. Prolonged episodes in the absence
of high variation episodes suggest a potential deficiency in normal neurological
development.[44] We also demonstrated that a maximally-discriminative model
should incorporate all of these patterns. This is in contrast to some current clin-
ical guidelines which only employ a subset of features.[49, 56] Frequently, one or
more of these patterns are absent from a trace (e.g. accelerations or decelerations)
yet do not necessarily convey an increased risk of adverse outcome.[49] In this
case, a multivariate approach incorporating other such patterns is required. His-
torically, a failure to recognise this has resulted in unnecessary deliveries.[57, 58]

The predictive performance of our model mildly declined after 3570 gestational
weeks. These changes potentially reflect the current understanding of the physiologi-
cal development of FHR patterns. Towards term, decelerations occur more frequently
in normal pregnancies, subsets of which are an indicator of normal physiological
responses to transient cord compression for example.[59] As the normal neurological
system of the fetus develops, cycling between quiet and active sleep also occurs more
frequently with the mean duration of an episode of low variation increasing.[60—
62] The average short-term variability also increases with gestational age.[63]

Most studies developing machine learning models analysing the FHR have focussed
on the intrapartum period.[37, 64] Some studies attempted to develop predictive
models using fetal heart rate patterns identified by human visual inspection of
the FHR trace, limiting the reproducibility of these models due to the inherent
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problems with human evaluation.[46] Other studies have either utilised significantly
smaller datasets, did not use established clinical outcomes or were developed using a
restricted subset of pregnancies.[65-67] Some were designed to assign the fetal heart
rate into international classifications already known to suffer from poor performance.
One study incorporated only the last 30 minutes of a FHR trace.[37] This substan-
tially restricts generalisability and introduces bias, as the length of a trace prior
to acquisition is frequently unknowable and longer traces are generally performed
because evaluation of the trace during acquisition has resulted in continued recording.

While deep neural network architectures are a clear consideration for analysing such
data and future plans include these studies, there are several important benefits to
this current approach. The FHR patterns in our model are physiologically-driven and
their importance in the model easily interpretable, enabling simplified interrogation
of results and the potential to advance our understanding of these patterns. These
results will also serve as an important first benchmark for future studies. A simple,
understandable algorithm relying on low-cost and accessible technology also makes
these algorithms more widely implementable and available to more regions. FHR
monitoring is one of only a few technologies available that offers real-time appraisal of
fetal physiology. Other modalities are either costly, time consuming, require extensive
training or are inaccessible to many. While this technology is more affordable in low-
resource regions, the requirement for adequate clinical training and expertise remains
substantial. In such a setting, robust and effective machine learning algorithms could
serve an important purpose.

Conclusions

There is overwhelming consensus that electronic fetal heart rate monitoring is an
important and irreplaceable investigation in the assessment of fetal wellbeing. Clinical
experts and current technologies are considerably limited in interrogating this infor-
mation, often resulting in avoidable adverse outcomes. We have developed a predictive
model demonstrating machine learning possesses significant capability in accurately
detecting high-risk preterm pregnancies. This bespoke model may enable earlier and
more accurate diagnosis and facilitate better management of these pregnancies.
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