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ABSTRACT

Introduction: Sharing and re-using health-related data beyond the scope of its initial collection is essential for accelerating
research, developing robust and trustworthy machine learning algorithms methods that can be translated into clinical settings.
The sharing of synthetic data, artificially generated to resemble real patient data, is increasingly recognized as a promising
means to enable such a re-use while addressing the privacy concerns related to personal medical data. Nonetheless, no
consensus exists yet on a standard approach for systematically and quantitatively evaluating the actual privacy gain and
residual utility of synthetic data, de-facto hindering its adoption.
Objective: In this work, we present and systematize current knowledge on the field of synthetic health-related data evaluation
both in terms of privacy and utility. We provide insights and critical analysis into the current state of the art and propose
concrete directions and steps forward for the research community.
Methods: We assess and contextualize existing knowledge in the field through a scoping review and the creation of a
common ontology that encompasses all the methods and metrics used to assess synthetic data. We follow the PRISMA-ScR
methodology in order to perform data collection and knowledge synthesis.
Results: We include 92 studies in the scoping review. We analyze and classify them according to the proposed ontology. We
found 48 different methods to evaluate the residual statistical utility of synthetic data and 9 methods that are used to evaluate
the residual privacy risks. Moreover, we observe that there is currently no consensus among researchers regarding neither
individual metrics nor family of metrics for evaluating the privacy and utility of synthetic data. Our findings on the privacy of
synthetic data show that there is an alarming tendency to trust the safety of synthetic data without properly evaluating it.
Conclusion: Although the use of synthetic data in healthcare promises to offer an easy and hassle-free alternative to real data,
the lack of consensus in terms of evaluation hinders the adoption of this new technology. We believe that, by raising awareness
and providing a comprehensive taxonomy on evaluation methods that takes into account the current state of literature, our work
can foster the development and adoption of uniform approaches and consequently facilitate the use of synthetic data in the
medical domain.

Introduction
Access to high-quality data is critical for impactful medical research and practice, especially with the rise of Artificial
Intelligence (AI) and Machine Learning (ML), as it drives progress and innovation in fields such as Precision Medicine1 where
establishing safe, fast, and reliable procedures to access data for secondary use has become essential.

Yet, due to privacy concerns, access to medical data is usually highly restricted2 and subject to safeguards specified in data
protection laws, such as the United States Health Insurance Portability and Accountability Act (HIPAA)3 and the European
Union General Data Protection Regulation (GDPR)4. A common approach used to share highly sensitive data under these
regulatory frameworks is data anonymization below an acceptance threshold5. This approach employs data masking and
transformation techniques to reduce re-identification risks.

Nonetheless, even in cases where a sufficient protection level can be achieved, anonymizing high-dimensional data often
comes with a severe hit6 to the utility of the anonymized dataset which can render it nearly unusable for research.

A promising solution to this data-sharing problem is synthetic data, which has been described by Chen et al.7 as a technique
that "will undoubtedly soon be used to solve pressing problems in healthcare". The main idea behind it is to generate artificial
data that mimics the statistical properties of real patient data. This data synthesis process can be achieved using multiple
algorithms but the main breakthrough in these last few years has been the use of Generative Adversarial Networks (GANs)8.
GANs work by employing two neural networks: one creates fake samples, and the other assesses how close they are to real
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data. These networks collaborate to refine the generated samples until they closely resemble real data, making it a valuable tool
for generating realistic artificial information. Since all samples are generated artificially, the probability that a synthetic sample
would match a real one is usually very small.

As a result, synthetic data has garnered considerable coverage, even beyond specialized sources, and this broader recognition
has led to bold predictions claiming that "By 2024, 60% of the data utilized for AI and analytics projects will be synthetically
generated"9.

In the medical domain in particular, several studies10–13 have used synthetic data to replicate case studies originally
performed on health-related data. These results highlight the potential benefits of synthetic data in the medical context and give
strong arguments for the use of synthetic data as an alternative to strictly regulated personal data.

However, while these results seem promising for the future of privacy-preserving data sharing in medical environments,
more recent studies have pointed out several risks associated with over-reliance on synthetic data as a "silver bullet" solution14.
For instance, individual records that are part of the synthesized data could have a strong impact on the synthetic data generated,
allowing a malicious adversary to infer the presence of individuals in the original dataset14. This especially relates to the
tendency of machine learning models to overfit on training data and memorize leaks about individuals in the dataset15. Generally
speaking, a synthetic dataset that most closely mimics the original dataset is likely also to be most useful, but at the same time,
provide less privacy protection. On the other hand, a synthetic dataset that is very different from the original data will provide
strong protection, but likely less utility. Due to the black-box nature of GANs, it is difficult to predict which data utility is
lost in the training-and-generation process and which sensitive information might be contained in the generated data. As a
consequence, Stadler et al.14 argue that a cautious approach has to be taken when generating and sharing synthetic data.

The potential risks associated with synthetic data usage highlighted in recent studies14, 16, 17 raise the question of whether
research priorities in the synthetic data domain exhibit a stronger emphasis on utility over privacy considerations. Compared to
anonymized data, where we can find an extensive literature18 describing all kind of attacks and privacy protection mechanisms
that can be applied, synthetic data has not yet been as thoroughly scrutinized. This prompted us to conduct this review in hopes
that we would provide an informed and unbiased answer to that question.

A few surveys in the field have examined various aspects of synthetic data generation19, 20. Figueira et al.19 provide an
extensive description of multiple generation methods while Hernandez et al.20 explored evaluation methods and compared them
to determine the best-performing ones. In contrast to these prior studies, our approach differs in how we identify the obstacles
hindering the adoption of synthetic data as we place a greater emphasis on the evaluation process and the privacy-utility
trade-off dilemma by having a systematic look at how synthetic data is evaluated across 92 studies.

In parallel, open-source solutions such as Synthetic Data Vault21, Table Evaluator22 and TAPAS23 have been developed
and publicly released to help researchers create and measure the quality of synthetic data. These platforms offer a selection of
evaluation metrics and methods for assessing both utility and privacy, streamlining the evaluation process. However, these
open-source tools present their own challenges as they each employ their own nomenclatures and terminologies, adding to
the complexity of achieving a harmonized perspective on synthetic data within the healthcare domain. This, coupled with the
presence of contradictory perspectives14, 16, 24, 25 in the literature complicates the development of a unified understanding of
synthetic data in healthcare.

As a result, to get a better understanding of the current landscape in healthcare-related synthetic data generation, we initiated
this scoping review to specifically target evaluation methodologies, aiming to provide a rigorous and quantitative analysis of the
suitability of synthetic data evaluation methods. To do so, we have been guided by the following research questions:

1. Is there consensus within the community on how to evaluate the privacy and utility of synthetic data?

2. Is privacy and utility given the same importance when assessing synthetic data?

Methods
For this scoping review, we adopted the protocol from Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA26). PRISMA stands as a recognized guideline, commonly adopted for laying out systematic reviews and meta-
analyses. Its framework is designed to bring clarity and consistency to the process. Specifically, PRISMA emphasizes the
importance of clearly defining the research question, setting unambiguous inclusion and exclusion parameters, and detailing
methods for searching, choosing, and gathering data from chosen documents.

To identify pertinent studies for this scoping review on synthetic data evaluation methods, we conducted a comprehensive
search across multiple bibliographic databases and repositories spanning the period from January 2018 to December 2022.
The databases and repositories described in Figure 1 included IEEExplore and the ACM Digital Library, which are primary
repositories for computer science literature, and PubMed and Embase, which are focused on healthcare and medical research.
Full-text articles were obtained for those meeting the inclusion criteria described in Table 1.
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Records identified
from*:

IEEExplore (n = 123)
ACM digital library (n = 52)
Pubmed (n = 57)
EMBASE (n = 75)

Reports sought for retrieval (n = 271)

Reports assessed for eligibility (n = 271)

92 Studies included in review

Records removed before screening:

Duplicate records removed (n=36)

Reports not retrieved (n=0)

Reports excluded:

Unstructured Data (n = 90)
No Evaluation (n = 19)
Meta-Analysis/Survey (n = 7)
Poster/Presentation Abstract (n = 11)
Not Related (n = 52)

Identification of studies via databases and registers
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Figure 1. PRISMA flow diagram for the scoping review process.

The rationale for including computer science databases like IEEExplore and the ACM Digital Library was to capture more
technologically advanced and innovative synthetic data generation and evaluation methods as these databases often contain
articles about new techniques that have the potential to push the field forward.

Conversely, the inclusion of healthcare-specific databases like PubMed and Embase aimed to identify studies that might
offer more grounded, practical, and clinically relevant evaluation methods. These databases are more likely to include studies
that have considered the unique constraints and requirements of healthcare settings, thus ensuring that the synthetic data
methods under review would be applicable in real-world medical contexts.

The search strategies for each database were developed at an early stage of the research and were then refined through team
discussions and preliminary analysis of the results. We specifically designed the queries to focus on publications that evaluate
the utility or privacy aspects of synthetic data. This was done to capture articles that provide actionable insights into the quality
and safety of synthetic data methods, rather than merely describing new techniques. The queries used for each database are
listed in Table 4 Appendix A and were last run on August 14, 2023.

Another consideration in query design was the avoidance of false positives, such as publications discussing synthetic
compounds or materials rather than synthetic data. To this end, we included both "Title" and "Abstract" as fields for our queries,
ensuring that the primary focus of the identified publications was indeed on synthetic data and its evaluation metrics for utility
or privacy. We also removed such articles manually, should they have still appeared in the final selection of papers.

Any discrepancies in study selection were resolved through discussion and consensus between two of the authors. A
data-charting form, illustrated in Table 5 Appendix A, was collaboratively designed by the research team to delineate the
specific variables to be extracted from the selected publications. Upon selection, the information described in the data-charting
form was extracted from each study.

The challenge in the data charting process was the standardization of properties as it ensured consistency in the extraction
of information from the selected publications and enabled a quantitative evaluation of the studies under consideration.

To meet the requirement for standardization, we have created a taxonomy of evaluation methods. The subsequent section
will present this taxonomy, concentrating on the facets of privacy and utility and their representation in the existing literature.
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Table 1. Eligibility criteria

Inclusion criteria Exclusion criteria
Publications describing research that uses synthetic data
generation methods and evaluates their outputs.

Surveys and systematic/scoping reviews.

Papers published between 01.01.2018 and 31.12.2022. Documents in languages other than English.

Publications describing work that focuses on structured
data i.e. no images/text problems.

No assessment of the generated output i.e. no look at the
utility/privacy aspect of the generated data.

– Do not contain structured data.

– Poster abstracts.

Taxonomy - Synthetic Data Utility
The taxonomy of utility methods shown in Figure 2 is first organized into several statistical categories: "Univariate Similarity",
"Bivariate Similarity", and "Multivariate Similarity". A structured approach to evaluation streamlines the understanding of
similarities between synthetic and real data across multiple dimensions, as it enables direct comparison for various generative
methods. We also included a category for methods related to longitudinal data due to their unique nature of analyzing temporal
patterns and trends. Another included category, "Domain Specific Similarity," evaluates how synthetic data performs in specific
research areas, like replicating study results or using metrics particular to that domain.

A limitation of this approach involves the potential overlap in utility categories. For instance, performing a machine learning
classification task on both synthetic and real data could fall under both "Domain Specific Similarity" as a "Replication of
Studies" and "Multivariate Similarity" as "Classification Performance." Since it is challenging to discern the original intentions
of the authors of the publications we examined, we opted to classify methods as "Replication of Studies" when any ambiguity
arose to avoid conflict.

Appendix B contains a comprehensive description of each item in this taxonomy.

Taxonomy - Synthetic Data Privacy
The taxonomy of privacy methods shown in Figure 2 is organized into two categories: "Dataset Evaluation Methods" and
"Model Evaluation methods".

Dataset evaluation methods assess the privacy protection provided by the synthetic data itself. The primary goal is to
determine how well the synthetic dataset safeguards sensitive information and preserves privacy, especially when compared to
the original real data. This evaluation is important when the primary concern is the privacy of the data itself, such as when a
hospital wants to release a dataset to the public or when the focus is on releasing a single dataset. Often, these methods utilize
distance metrics for comparison. They either contrast the generated synthetic dataset directly with the original one involved in
the generation process or with a holdout dataset drawn from the same population.

Model evaluation methods shift the focus to assessing the privacy-preserving algorithm or method used to generate synthetic
data which makes it possible to understand how well the chosen mechanism protects privacy across various scenarios, and it
often involves computing an estimated upper bound on the privacy risk posed by synthetic data generation mechanisms. A
common usage entails evaluating multiple outputs of the generation mechanism to establish what can be described as a "worst-
case scenario". This evaluation is crucial when the emphasis is on the performance and robustness of the privacy-preserving
mechanism itself. It helps fairly compare techniques between each other as both are evaluated in terms of the upper bounds of
privacy risk. An example of this is the use of shadow models15. These models involve the creation of multiple replicas that
mirror the behavior of the primary synthetic data model. Though this approach might be resource-intensive, it establishes a
robust evaluation framework simulating a black-box attack scenario, ensuring a holistic privacy risk assessment.

Appendix C contains a comprehensive description of each item in this taxonomy.
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Utility Evaluation

Univariate Similarity

Cumulative Distributions Visual
Comparison

Marginal Distributions Visual
Comparison

Descriptive Statistics
Comparison

Kolmogorov-Smirnov Test

Chi-Squared Test

Wilcoxon Signed-Rank Test

T-Test

Kullback-Leibler Divergence

Wasserstein Distance

Jensen-Shannon Divergence

Hellinger Distance

Distance Between Probabilities

Total Absolute Error

Frobenius Norm

MSE

Fairness Statistical Parity

Fairness Disparate Impact

Bivariate Similarity

Correlation Coefficient

Log Odds Ratio

Maximum Information
Coefficient

Tau Statistic

Visual Comparison of
Correlation Matrices

Visual Comparison of
Association Matrices

Multivariate Similarity

PCA Visual Comparison

Cluster Analysis

ML Classification Performance

ML Regression Performance

Sensitivity Analysis

Maximum Mean Discrepancy

Distinguishability Performance

Goodness of Fit

ML Feature importance
Comparison

Longitudinal Similarity

Cross-Correlation

Correlation Coefficient

Visual Inspection of
Distances

Modal Property Comparison

Directional Symmetry

ML Forecasting
Performance Comparison

ML Classification
Performance

Autocorrelation Comparison

Log Disparity

Domain Specific Similarity

Replication of Studies

Domain Expert Assessment

Stability Assessment

Comparison with Public
Data

Comparison with Other
PETs

Structural Similarity

Domain Specific Metric

Figure 2. Taxonomy of synthetic data utility evaluation

Privacy Evaluation Model Evaluation

Shadow Models

Discriminator Likelihood Attack

Gradient Norm Attack

Dataset Evaluation

CRLProxy

Exact Match

Distance to Real Data

Probabilistic Disclosure Risk
Assessment

Holdout Set Distance

Classification/Regression Task

Figure 3. Taxonomy of synthetic data privacy evaluation
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Figure 4. Synthetic Data Generation Methods

Results
General Results
In this review, we found that, after reconciling methods that were semantically the same but named differently under a unique
definition, there were 48 methods used to assess utility and 9 methods used to assess privacy. Figure 7 gives an overview of
the overall landscape of utility and privacy evaluation methods used in all the publications we selected. The full result of the
scoping review can be found in Table 2 and in Table 3.

We reviewed articles published from 2018 to 2022, a timeframe encompassing the surge and ascendance of generative AI
technologies, including the early enthusiasm for GANs and the advent of Large Language Models (LLMs). Based on Figure 9
Appendix D, we found that only 4.35% (4/92) were from 2018 and 10.87% (9/92) from 2019. By 2022, this percentage had
jumped to 43.48% (40/92) which suggests a rising interest in synthetic data over time.

Additionally, we found that most articles used cross-sectional data, making up 70% (64/92) of the total. Only 26% (24/92)
used temporal longitudinal data, possibly as it is usually harder to synthesize27. For this type of tabular data, the difficulty
comes in maintaining relationships not just between columns which are reflected in the correlations between variables but
also between rows which represent the temporal consistency of the data. As explained in Table 1, unstructured data were not
considered during this review.

Different methods were used to create synthetic data. About 35% (17/49) of the articles used GANs. The rest, 65%
(32/92), used a mix of other methods, including statistical modeling and specialized software like Synthpop28 R package or the
MDClone29 platform.

Synthetic Data Utility
In our eligibility criteria, we specifically focused on works that evaluated the output of their Synthetic Data Generation method.
Of these, 94% (86/92) evaluated the utility of synthetic data.

Among the 48 utility evaluation methods, we identified 17 that were for univariate similarity, 9 for longitudinal similarity,
another 9 dedicated to multivariate similarity, 8 specific to domain-related similarity, and 6 specific to bivariate similarity.

Three methods stood out as the most commonly used. Multivariate Similarity: ML Classification Performance was the
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Figure 5. Synthetic Data Utility
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Figure 7. Synthetic Data Utility and Privacy Landscape
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Figure 8. Sankey Diagram of how and whether privacy of synthetic data is evaluated

predominant method, applied in 33 instances. Univariate Similarity: Descriptive Statistics Comparison was used in 25 cases
and Univariate Similarity: Marginal Distributions Visual Comparison was employed 17 times.

Synthetic Data Privacy
Figure 8 shows that the privacy aspect of synthetic data was the main incentive behind most selected papers as 80% (74/92) of
them intended to use synthetic data for private data sharing scenarios. The other 16% (15/92) used it for data augmentation
purposes and to answer either data scarcity problems or class imbalance. The remaining 4% (3/92) studied the potential of
synthetic data in both scenarios.

Of these 77 studies that aimed to use synthetic data for privacy preservation, 15 applied either differential privacy techniques
or introduced an extra masking layer to the data. This additional layer mask functions by adding a secondary level of data
alteration, which further conceals the original records, ensuring that the actual data remains protected and less traceable to
individual sources Of the 63 studies that remain, only 38% (24/63) included at least one privacy evaluation method. This
implies that while the need for privacy in the assessed works was apparent, the evaluation part of the equation did not follow
and the privacy of synthetic data has often been blindly trusted.

From the papers that did include a privacy evaluation, 84% (20/24) mainly relied on dataset-based evaluation. A smaller
number, 8% (2/24), focused on based on the model or mechanism itself, such as those that exploit GAN architectures30 or those
that involve a shadow modeling process31–33 and another 8& (2/24) performed both evaluations.

Discussion
RQ1: Is there consensus within the community on how to evaluate the privacy and utility of synthetic data?
Our findings shown in the previous section indicate that there is currently no consensus among researchers on standardized
metrics for evaluating the privacy and utility of synthetic data. The use of a wide variety of metrics across studies makes it
challenging to compare and synthesize the existing evidence.

As research in this area continues to grow, it is becoming more and more difficult to choose the best "solution" to generate
high fidelity and high privacy synthetic data, as it is not possible to compare available solutions directly and fairly. This overall
confusion around how to know if the up-and-coming new synthetic data generation method is truly fit for adoption renders
these state-of-the-art techniques challenging to utilize in real-world environments which highlights the need for a standardized
set of evaluation metrics to facilitate meaningful

This is even more apparent when it comes to privacy evaluations, as these are also bound by legal constraints. To the best of
our knowledge, there is no clear legal text on how synthetic data privacy risk should be assessed. Although there have been
recent attempts to map synthetic data metrics to existing GDPR definitions such as "singling out", "linkage" and "inference" by
Giomi et al.119, there is no confirmation yet about compliance.

In summary, we conclude that the field of synthetic data evaluation is still nascent. We anticipate that as both the technology
matures and legal frameworks adapt, methods for evaluating synthetic data should converge into a more standardized and
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trustworthy approach. This is important, especially in critical sectors like healthcare, where stakeholder trust is indispensable.

RQ2: Is privacy and utility given the same importance when assessing synthetic data?
Our findings in Figure 7 and 8 clearly show that privacy evaluations are often not as thorough as utility evaluations.

While the utility of synthetic data has been a major focus, privacy evaluation is often quite limited and incomplete as there
is a clear discrepancy between how many times methods that evaluate datasets are applied in the literature compared to methods
that evaluate the mechanisms.

The under-evaluation of privacy in the use of synthetic data is particularly evident in this review. More than half of the
studies claiming to employ synthetic data for its privacy-preserving attributes and that "should" evaluate privacy1 did not
conduct any formal privacy evaluation. Instead, they utilized synthetic data "as is" assuming inherent privacy benefits without
empirical verification.

This oversight poses significant concerns, especially in the realm of software solutions that generate synthetic data. Users
may inadvertently assume that the synthetic data they are generating is privacy-preserving by default. This may lead to
the uninformed sharing of synthetic data, potentially resulting in personal data breaches in addition to ethical and legal
complications.

The lax approach toward privacy evaluation, combined with assumptions about synthetic data’s privacy-preserving capabili-
ties, exposes a critical gap in current research and practice. It highlights the need for a more balanced approach in evaluating
both utility and privacy in synthetic data generation methods.

Factors influencing the selection of evaluation methods
In evaluating the utility and privacy of synthetic data, a diverse range of approaches are evident. The literature reveals 48
distinct methods for utility evaluation, while the methods for privacy evaluation are fewer in comparison. The choice of these
evaluation techniques can be attributed to multiple intertwined factors:

Research objectives play a pivotal role in method selection. For utility evaluation, when synthetic data is used for data
augmentation, metrics largely gravitate towards machine learning tasks and traditional benchmarking65, 66. Conversely, when
synthetic data serves as a "proxy" for real data11, 39, 55, the metrics are more focused on specific attributes over a broader
assessment. In privacy considerations, the choice often falls between membership inference and attribute inference based on
research goals. Membership inference, for example, is selected for its direct assessment of data leakage and as a precursor to
examining the feasibility of intricate inference attacks.

The complexity of implementation is another crucial determinant. Simpler methods, such as univariate similarity com-
parisons or correlation matrix analyses for utility, and distance-based metrics for privacy, are favored due to their ease of
implementation using standard software packages. Conversely, more intricate methods like log cluster metrics or shadow
models require additional considerations like unsupervised learning or the training of multiple models.

Interpretability is also central to method choice. Evaluation techniques that allow for visual comparisons are often more
attractive, especially when presenting to stakeholders. While some methods, like exact match attacks in privacy evaluation,
offer clear interpretability, others demand more detailed interpretation due to their intricacies.

Lastly, the structure and type of data, as well as model generalizability, affect the selection process. Time-series data, for
example, demands different utility metrics than cross-sectional data. Moreover, some attack methods are custom-designed
for specific synthetic data generation techniques, such as GANs, where the discriminator could be utilized to quantify a risk
factor30, limiting their generalizability across various data generation techniques.

Limitations
This scoping review, while comprehensive, is not without limitations, as it is possible that some relevant studies or methods
were not captured in our analysis. During the charting process and the development of our taxonomy, certain decisions had to
be made that could potentially introduce subjectivity or limit the granularity of our evaluation. This is especially apparent when
interpreting diverse metrics across multiple papers and attempting to consolidate them under a unified terminology.

For instance, a limitation pertains to the categorization of "domain-specific similarity" metrics as it became evident that
the approaches under this category often have a scope or meaning that diverges from other metrics. This umbrella term might
encompass various methods that differ significantly in their granularity and specific objectives. The decision to bucket these
diverse metrics under "domain-specific similarity" was made to streamline the taxonomy, but we acknowledge that it might not
be the most precise fit for each situation.

1We define a work that ’should evaluate’ as one which asserts that synthetic data served as a privacy-preserving tool, without implementing any added
protections like Differential Privacy.
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In addition, we found that the terms "fidelity" and "utility" are sometimes used interchangeably, yet some research120 argues
that they should be considered as distinct metrics. Fidelity largely pertains to the statistical similarity between synthetic and
original data, while utility focuses on the functional usefulness of the synthetic dataset for specific tasks. This distinction, while
not directly addressed in this review, was still reflected in the construction of the taxonomy under the term "Domain Specific
Similarity".

Conclusion
This review offers a detailed insight into the present research landscape of synthetic health data’s utility and privacy revealing
both its potential and pitfalls. The urgent requirement for standardized evaluation measures stands out as a major point where
we think that having uniform metrics can offer a level playing field, allowing different synthetic data generation methods to be
compared in a consistent and meaningful manner.

One significant concern raised throughout this work is the need for robust privacy evaluations. As the healthcare sector
houses sensitive information, ensuring that synthetic data doesn’t inadvertently lead to data leaks or result in a loss of trust is
paramount. This is especially true when it comes to GANs as their inherent complexity and lack of transparency can either act as
roadblocks by deterring many from adopting them or lead to misinformed usage due to a lack of awareness. The pressing need
for standardized and secure synthetic data in healthcare is increasingly when international initiatives such as the IEEE’s Industry
Connections activity121 and the Horizon Europe122 call for synthetic data confirm the urgency of creating clear guidelines for
the safe and the developing of reliable frameworks in the field. Thus, our intention with this review is not just to shed light
on these challenges but also to inspire a collaborative effort in formulating best practices that make these techniques more
accessible and understandable.

The journey of integrating synthetic data into healthcare environments should be treaded with caution. The allure of its
capabilities should be tempered with a balanced view, avoiding over-promotion. Any evaluation or implementation should be
approached methodically, ensuring the results are both valid and unbiased.
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Appendices
A Database Search Strategy

Table 4. Queries by database

Database Query

IEEExplore ("Document Title":synthetic data) AND ("Abstract":utility OR "Abstract":privacy OR "Ab-
stract":evaluation OR "Abstract":metric)

ACM DL Abstract:(utility OR privacy OR evaluation OR metric) AND Title:(synthetic AND data)

PubMed synthetic[Title] AND data[Title]) AND (utility[Title/Abstract] OR privacy[Title/Abstract] OR evalua-
tion[Title/Abstract] OR metric[Title/Abstract]

Embase synthetic:ti AND data:ti AND (utility:ab OR privacy:ab OR evaluation:ab OR metric:ab) AND [2018-
2022]/py

Table 5. Data items used in full-text charting

Title Description Possible Values

DOI Digital Object Identifier Free text

Document Title Title of publication Free text

Authors First Author of publication Free text

Publication Year Year of publication [2018..2022]

Database Database or retrieval tool [IEEExplore, ACM, PubMed, Embase]

Broad Utility Metric General Utility Metric category Values in Figure 2.

Utility Metric Specific Utility Metric used Values in Figure 2.

Broad Privacy Metric General Privacy Metric category Values in Figure 3.

Privacy Metric Specific Privacy Metric used Values in Figure 3.

Privacy Type Type of privacy involved [Membership Inference, Attribute inference]

Additional Noise Layer Use of differential privacy and/or added noise to the output [Y,N]

Adversary Knowledge Knowledge of adversary [Full Knowledge, Partial Knowledge]

SDG Method Synthetic Data Generation Method used Free text
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B Utility Evaluation Methods
• Cumulative Distributions Visual Comparison: Evaluates the visual similarity between the cumulative distribution

functions of synthetic and original datasets.

• Marginal Distributions Visual Comparison: Compares the marginal distributions of individual variables in synthetic
and original datasets through visual inspection.

• Descriptive Statistics Comparison: Measures the agreement between summary statistics such as mean, median, and
standard deviation for synthetic and original datasets.

• Kolmogorov-Smirnov Test: Uses the Kolmogorov-Smirnov test to statistically assess the difference between the
empirical distribution functions of synthetic and original datasets.

• Chi-Squared Test: Utilizes the Chi-squared test to examine if synthetic and original datasets differ significantly in terms
of their categorical variables.

• Wilcoxon Signed-Rank Test: Applies the Wilcoxon Signed-Rank test to compare two related samples, in this case,
synthetic and original datasets, to assess whether their population mean ranks differ.

• T-Test: Uses the T-Test to compare the means of synthetic and original datasets and assess if they come from populations
with equal means.

• Kullback-Leibler Divergence: Quantifies how much one distribution diverges from another, measuring the difference
between synthetic and original datasets.

• Wasserstein Distance: Utilizes the Wasserstein distance metric to quantify the dissimilarity between the synthetic and
original distributions.

• Hellinger Distance: Measures the Hellinger distance to evaluate the similarity between the synthetic and original
datasets’ distributions.

• Distance Between Probabilities: Calculates the difference between probabilities associated with various states or events
in synthetic and original datasets.

• Correlation Coefficient: Quantifies how strongly pairs of variables in the synthetic and original datasets are linearly
related.

• Log Odds Ratio: Measures the log odds ratio to evaluate associations between categorical variables in synthetic and
original datasets.

• Maximum Information Coefficient: Utilizes the Maximum Information Coefficient to capture a wide range of
associations between variables.

• Tau Statistic: Applies the Tau statistic to assess the strength of the relationship between two variables in synthetic and
original datasets.

• Visual Comparison of Correlation Matrices: Visually compares the correlation matrices of synthetic and original
datasets to assess bivariate similarity.

• PCA Visual Comparison: Employs Principal Component Analysis (PCA) for a visual comparison of the main
components in synthetic and original datasets.

• Cluster Analysis: Uses cluster analysis to evaluate how closely the synthetic dataset replicates the natural groupings
present in the original dataset.

• ML Classification Performance: Evaluates the performance of machine learning classification models trained on
synthetic data.

• ML Regression Performance: Measures the performance of machine learning regression models when trained on
synthetic data.
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• Sensitivity Analysis: Conducts a sensitivity analysis to evaluate how small changes in the synthetic dataset affect
outcomes.

• Maximum Mean Discrepancy: Utilizes Maximum Mean Discrepancy to measure the difference between the synthetic
and original datasets’ distributions.

• Replication of Studies: Assesses the utility of synthetic data by attempting to replicate the findings of studies based on
the original dataset.

• Domain Expert Assessment: Involves a domain expert’s qualitative assessment to validate the utility of synthetic data.

• Distinguishability Performance: Measures how well the synthetic dataset can be distinguished from the original dataset.

• Stability Assessment: Evaluates the stability of conclusions drawn from synthetic data when subjected to perturbations.

• Comparison with Public Data: Compares the synthetic dataset with publicly available data in the same domain to
assess its utility.

• Comparison with Other PETs: Compares the utility of synthetic data to other Privacy-Enhancing Technologies (PETs).

• Structural Similarity: Measures the similarity in structural attributes between the synthetic and original datasets.

• Cross-Correlation: Measures the relationship between two time-series data sets.

• Correlation Coefficient: Quantifies how strongly time-dependent variables in the synthetic dataset correlate with those
in the original dataset.

• Visual Inspection of Distances: Uses visual methods to compare the distances between elements in the synthetic and
original time-series datasets.

• Modal Property Comparison: Compares the properties of modes in both the synthetic and original time-series datasets.

• Directional Symmetry: Assesses whether the synthetic data maintains the same directional changes over time as the
original data.

• ML Forecasting Performance Comparison: Compares the performance of machine learning forecasting models trained
on synthetic versus original time-series data.

• ML Classification Performance: Measures the performance of machine learning classifiers when trained on synthetic
time-series data versus original time-series data.

• Domain Specific Metric: Utilizes a customized metric particularly relevant to the specific field.

• Total Absolute Error: Measures the total absolute error between the synthetic and original datasets.

• Frobenius Norm: Uses the Frobenius norm to measure the difference between the synthetic and original datasets.

• Visual Comparison of Association Matrices: Uses visual methods to compare association matrices derived from the
synthetic and original datasets.

• Mean Square Error (MSE): Measures the mean square error between the synthetic and original datasets.

• Cross-Correlation: Measures the relationship between two time-series data sets.

• Correlation Coefficient: Quantifies how strongly time-dependent variables in the synthetic dataset correlate with those
in the original dataset.

• Visual Inspection of Distances: Uses visual methods to compare the distances between elements in the synthetic and
original time-series datasets.

• Modal Property Comparison: Compares the properties of modes in both the synthetic and original time-series datasets.

• Directional Symmetry: Assesses whether the synthetic data maintains the same directional changes over time as the
original data.
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• ML Forecasting Performance Comparison: Compares the performance of machine learning forecasting models trained
on synthetic versus original time-series data.

• ML Classification Performance: Measures the performance of machine learning classifiers when trained on synthetic
time-series data versus original time-series data.

• Domain Specific Metric: Utilizes a customized metric particularly relevant to the specific field.

• Total Absolute Error: Measures the total absolute error between the synthetic and original datasets.

• Frobenius Norm: Uses the Frobenius norm to measure the difference between the synthetic and original datasets.

• Visual Comparison of Association Matrices: Uses visual methods to compare association matrices derived from the
synthetic and original datasets.

• Mean Square Error (MSE): Measures the mean square error between the synthetic and original datasets.
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C Privacy Evaluation Methods
• Exact Match: Identifies exact matches between synthetic and real data records, often referred to as the hit rate. This

method assesses the risk of individual record re-identification, effectively acting as a direct measure of data leakage.

• Shadow Models: Involves the generation of multiple models that replicate the behavior of the primary synthetic data
model. While this method can be computationally expensive, it creates a robust evaluation framework that mimics a
black-box attack scenario, thereby offering a comprehensive privacy risk assessment.

• Classification/Regression Task: Utilizes machine learning models trained to either classify or regress on attributes of
the synthetic data. Upon training, these models are subsequently evaluated on real-world data to gauge how well their
predictions generalize, serving as an indirect measure of the privacy level of the synthetic data.

• Discriminator Likelihood Attack: This specialized technique targets Generative Adversarial Networks (GANs) by
relying on the characteristics of the discriminator component. The focus is on evaluating how well the discriminator
distinguishes between real and synthetic data, thereby serving as a proxy for privacy risk.

• CRLProxy: Zhang et al.81 adopt contrastive representation learning approach, supplemented with proxy-based augmen-
tations, to shift the synthetic model’s focus from weak-level to strong-level features.

• Probabilistic Disclosure Risk Assessment: Trains an estimator of re-identification probability that is based on synthetic
data generation methods. Jiang et al.80 for example use this metric to give the probability that a random record selected
from a microdata sample can be correctly matched to a record (or individual) in the population from which the sample
comes from. Zhou et al.46 compute the statistical disclosure risk for every time point in a longitudinal record.

• Gradient Norm Attack: Leverages the gradient norms of synthetic data models as an attack vector to exploit potential
overfitting vulnerabilities. The intention behind this method is to expose weak spots where the synthetic data might
reveal too much about the original dataset, thereby compromising privacy. Notable example of its implementations can
be seen in the works of Del Grosso et al.30.

• Distance to Real Data: This method calculates the mathematical distance between synthetic and actual data points.

• Holdout Set Distance: Extends the distance measurement by incorporating a holdout set—data not used during the
training process.
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D Additional Results
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Figure 9. Visual overview of included papers across various metrics. The figure depicts four dimensions— Database, Data
Type, Purpose, and Publication Year. PPDS refers to Privacy Preserving Data Sharing while IEEE refers to IEEExplore
database.
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