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Table S1. Parameter recovery, at home. Parametric (Pearson) correlations between ground-
truth (‘t.’) and fitted (‘f.’) parameters. We simulated 400 participants with mean (‘_mean’) 
and standard (‘_sd’) from which choices for individual sessions of 20 trials were then 
generated (see supplementary methods [2A]). Simulated participants provided 47-50 
sessions of data (50%-100% range of COMET study). Parameters: inverse temperature (b), 
sensitivity to loss utility (l), change in loss sensitivity after prev. trial win vs. loss (g), choice 
repetition risky/safe compared to previous trial (e). Results show that recovery for mean 
parameters was very good (correlations between true and corresponding fitted, all >0.68). 
However, recovery for standard deviations was poor (e.g. g_sd: r=0.24). Given this, we 
decided not to analyse group differences in standard deviations. 
  



 
Table S2. Computational modelling results. Computational model parameters for the 
longitudinal data. A) Comparison of the three groups (mood elevation gradient, ordered 
factors across low MDQ, high MDQ, patients with BD, at baseline). Values are means and 95% 
Bayesian Credible Intervals; for comparisons between groups, significance is defined as 95% 
intervals not including zero. All estimates were obtained from hierarchical regression models 
(Main text Methods, section ‘Model fitting’). The groups differed in their loss sensitivity 
(patients with BD being least sensitive to losses) and outcome history effects (patients with 
BD being least sensitive to past trial outcomes). How participants performed the task changed 
over time (effect of ‘Day’), in particular they became more random (lower inverse 
temperature) and less sensitive to potential losses (loss sensitivity).  B) Comparison for the 
effect of lithium vs. placebo in hierarchical models (Main text Methods, section ‘Model 
fitting’, term of interest is the interaction drug (lithium/placebo) * time (pre/post)). No 
significant group differences were found. 
 

 
 

Group Choice consist. (β) Loss sensitivity (λ) Outcome history effect (γ)
3 group gradient -0.148 [-0.5547 0.2733] -0.274 [-0.4941 -0.0547] -0.053 [-0.109 -1e-04]
High vs low MDQ -0.4 [-1.18 0.33] -0.01 [-0.41 0.37] -0.05 [-0.12 0.02]
BD vs high MDQ 0.13 [-0.62 0.91] -0.5 [-0.92 -0.1] -0.07 [-0.19 0.04]
BD vs low MDQ -0.27 [-1.06 0.49] -0.51 [-0.95 -0.1] -0.12 [-0.24 -0.01]
BD 5.82 [5.22 6.46] 0.89 [0.57 1.24] -0.01 [-0.11 0.09]
High MDQ 5.7 [5.11 6.23] 1.39 [1.11 1.68] 0.07 [0.01 0.12]
Low MDQ 6.1 [5.52 6.69] 1.41 [1.11 1.71] 0.11 [0.06 0.17]
Day -0.554 [-0.763 -0.334] -0.241 [-0.332 -0.152] -0.03 [-0.062 0.002]

Group Choice consist. (β) Loss sensitivity (λ) Outcome history effect (γ)
Lith/pla x pre/post 0.194 [-0.9019 1.2494] -0.005 [-0.4996 0.4852] -0.108 [-0.2946 0.0818]
Lith pre vs post 0.37 [-0.48 1.16] -0.17 [-0.52 0.15] -0.06 [-0.19 0.07]
Pla pre vs post 0.17 [-0.75 1.1] -0.16 [-0.55 0.19] 0.05 [-0.09 0.2]
Lith vs pla (pre) 0.76 [-0.41 1.85] 0.19 [-0.24 0.59] -0.07 [-0.23 0.1]
Lith vs pla (post) 0.55 [-0.61 1.69] 0.2 [-0.22 0.62] 0.04 [-0.09 0.16]
Lith (pre) 6.35 [5.37 7.26] 1.09 [0.81 1.41] -0.03 [-0.14 0.09]
Placebo (pre) 5.6 [4.59 6.61] 0.9 [0.58 1.2] 0.04 [-0.09 0.16]
Lith (post) 5.99 [5.15 6.83] 1.26 [0.97 1.54] 0.03 [-0.06 0.12]
Placebo (post) 5.44 [4.53 6.35] 1.06 [0.76 1.38] -0.01 [-0.11 0.08]

A) Low MDQ, High MDQ, Bipolar disorder (BD) groups (baseline)

B) BD groups, pre/post * lithium/placebo 



 
Table S3. Group difference for mood (PANAS) mean and standard deviations. A) Comparison 
of the three groups (mood elevation gradient, ordered factors across low MDQ, high MDQ, 
patients with BD [pre treatment]). Values are means and 95% Bayesian Credible Intervals; 
significance is defined as 95% intervals not including zero. All estimates were obtained from 
hierarchical regression models (Main text Methods, section ‘Model fitting’). The groups 
differed in variability (standard deviation (log scale) for positive and negative PANAS with 
patients with BD showing the highest variability. Groups also differed in the mean values for 
negative PANAS. B) Comparison for the effect of lithium vs. placebo in hierarchical models 
(Main text Methods, section ‘Model fitting’, term of interest is the interaction drug 
(lithium/placebo) * time (pre/post)). No significant group differences were found. 
 
 
 
 
 
 
 
 

Group
Mean Standard deviation Mean Standard deviation

3 group gradient 0.121 [-0.6861 0.9147] 0.221 [0.111 0.334] 2.61 [1.9103 3.2709] 0.638 [0.451 0.832]
High vs low MDQ 0.1 [-1.38 1.54] 0.34 [0.14 0.55] 1.33 [0.03 2.58] 0.73 [0.41 1.07]
BD vs high MDQ 0.05 [-1.27 1.3] 0.1 [-0.13 0.33] 2.02 [0.86 3.27] 0.59 [0.23 0.97]
BD vs low MDQ 0.16 [-1.08 1.48] 0.45 [0.22 0.69] 3.34 [2.11 4.54] 1.32 [0.95 1.69]
BD 6.81 [5.76 7.93] 1.16 [0.98 1.34] 4.93 [3.94 5.87] 1.12 [0.85 1.4]
High MDQ 6.77 [5.73 7.9] 1.05 [0.91 1.2] 2.89 [1.99 3.73] 0.54 [0.3 0.76]
Low MDQ 6.66 [5.59 7.71] 0.71 [0.56 0.86] 1.58 [0.67 2.57] -0.2 [-0.43 0.05]
Day -0.297 [-0.546 -0.053] NA -0.001 [-0.131 0.129] NA

Group
Mean Standard deviation Mean Standard deviation

Lith/pla x pre/post -0.276 [-1.6301 1.071] 0.019 [-0.4158 0.4525] 0.258 [-0.8633 1.3603] -0.084 [-0.4952 0.3369]
Lith pre vs post 1.02 [-0.02 2.06] 0.22 [-0.07 0.51] 0.85 [-0.01 1.7] 0.1 [-0.18 0.38]
Pla pre vs post 1.29 [0.01 2.54] 0.2 [-0.12 0.5] 0.59 [-0.42 1.63] 0.19 [-0.11 0.49]
Lith vs pla (pre) 0.19 [-1.52 1.9] 0.06 [-0.42 0.54] -0.33 [-2.01 1.29] -0.2 [-0.66 0.24]
Lith vs pla (post) 0.47 [-1.67 2.43] 0.04 [-0.39 0.47] -0.61 [-2.37 1.4] -0.12 [-0.55 0.33]
Lith (pre) 7.89 [5.86 9.8] 1.17 [0.85 1.49] 6.32 [4.53 8.16] 0.88 [0.57 1.18]
Placebo (pre) 7.72 [5.68 9.73] 1.1 [0.76 1.44] 6.65 [4.86 8.57] 1.08 [0.74 1.39]
Lith (post) 6.87 [4.91 8.82] 0.95 [0.68 1.25] 5.47 [3.65 7.36] 0.78 [0.46 1.07]
Placebo (post) 6.41 [4.33 8.48] 0.91 [0.59 1.2] 6.07 [4.15 7.99] 0.89 [0.58 1.21]

Positive PANAS 

Positive PANAS 

Negative PANAS

Negative PANAS

A) Low MDQ, High MDQ, Bipolar disorder (BD) groups (baseline)

B) BD groups, pre/post * lithium/placebo 



 
Table S4. FMRI session computational parameters. Values are reported separately for each 
of the four groups (Bipolar participants on lithium (‘Bip Lith’), bipolar participants on placebo 
(‘Bip Pla’), healthy volunteers with low or high mood instability (‘Low MDQ’, ‘High MDQ’) as 
means and 95% Bayesian Credible Intervals (intervals not including zero are significant).  
All estimates were obtained from linear regression models allowing correcting for age and 
gender. Group differences were computed across all four groups (‘4 group diff’). Group 
differences are also reported separately comparing high and low mood instability participants 
(‘High vs. low MDQ’) and lithium vs. placebo participants (‘Lith vs pla’). There were no 
significant group differences. 
 
 

  
Table S5. Correlations between parameters from longitudinal and FMRI data. For all but one 
parameter, computational parameters derived from longitudinal measurements and those 
obtained during the FMRI scan correlate significantly. Only for the outcome history effect 
parameter (g) are the correlations not significant. Correlations were computed using Pearson 
correlations across combined data from all four participant groups. 
 

Choice consist. (β) Loss sensitivity (λ)
Choice history 
effect (γ)

Bip Lith (post) 8.8 [7.08 10.52] 1.48 [0.92 2.03] -0.07 [-0.31 0.17]
Bip Pla (post) 6.58 [4.55 8.48] 1.58 [0.95 2.29] -0.01 [-0.27 0.27]
High MDQ 7.06 [6.08 8.08] 1.76 [1.38 2.07] 0.13 [-0.02 0.27]
Low MDQ 7.34 [6.28 8.34] 1.73 [1.38 2.09] 0.12 [-0.03 0.25]
4 Group diff (post) -0.002 [-0.74 0.67] -0.059 [-0.278 0.157] -0.051 [-0.141 0.039]
Lith vs pla (post) 2.23 [-0.3 4.95] -0.1 [-0.96 0.75] -0.06 [-0.42 0.28]
High vs low MDQ -0.28 [-1.61 1.21] 0.03 [-0.46 0.53] 0.02 [-0.17 0.21]



 
Table S6. General task brain (de)activations. Data across the low and high mood instability 
(MDQ) groups was combined to identify general brain (de)activations during the task figure 
3). Coordinates are reported in MNI space. Significance was determined using cluster-based 
thresholding (methods section “FMRI analysis – whole-brain”), with inclusion threshold: z=2.3 

Low and high MDQ groups combined x y z

max z-

score

p-value (2-

tailed) # voxels

Reward utility (chosen - unchosen) at choice 
Activation

Precuneus, primary motor area (M1), caudal 

cingulate zone (CCZ), supplementary motor area 

(SMA), posterior rostral cingulate zone (RCZp) [2] -12 -44 50 4.22 2.08E-13 3106

Area 9/46 and 45a and 47m and 47o and IFS [2,3,4] 48 8 44 4.85 6.16E-13 2961

Temporal lobve (right) 60 -28 -2 4.47 4.86E-11 2401

Temporoparietal junction (TPJa) [1] (left) -48 -44 18 3.93 2.90E-10 2184

Spanning precuneus and intracalcarine cortex -18 -62 12 3.94 4.20E-09 1867

Area 47m and 47o (left)  [2] -40 42 -4 4.02 1.19E-07 1472

Superior parietal lobe (SPLA) [1] (left) -32 -40 54 3.82 1.58E-04 812

Area 8a [3] (left) -46 4 42 4.03 4.28E-04 728

Area 8m [2] 4 44 38 5.11 8.64E-03 493

Loss utility (chosen - unchosen) at choice
Activation
Rostral cingulate zone (RCZa) [2] 12 28 26 3.26 2.06E-02 431

Last trial's win/loss magnitude (signed) at choice
Activation
Ventral striatum (bilateral) and ventromedial 

prefrontal cortex (14m and 11m) and medial 

frontal pole (FPm) [2] -18 12 -8 4.37 4.52E-13 3084

Occipital cortex -16 -84 -2 3.7 1.72E-02 454

Win/loss magnitude (signed) at outcome
Activation
Ventral striatum and vmPFC (14m) [2] 14 12 -8 8.88 1.88E-30 9977

Inferior parietal lobe (IPLA) [1], left -58 -18 26 4.65 2.80E-08 1708

Area 8m [2], left -16 38 42 5 3.58E-07 1442

Primary motor area (M1) [2], right 20 -28 72 4.06 4.76E-07 1409

Occipital lobe, left 30 -88 -6 4.94 3.10E-06 1208

Precuneus, bilateral -16 -52 12 4.58 9.78E-06 1093

Occipital lobe, right -28 -92 4 4.72 2.56E-04 792

Temporal lobe, left -56 -38 -12 4.09 3.22E-04 772

Inferior parietal lobe (IPLE, IPLD, IPLC) [1], left -42 -66 40 5.47 8.48E-04 690

Cerebellum (right) 42 -70 -38 3.57 3.32E-02 408

Deactivation
Pre supplementary motor area (pre-SMA) [2] 2 16 52 4.72 0.00033 770



and significance p<0.05 two-tailed. The maximum z-value of the cluster, the p-value and 
number of voxels are given for each cluster. Anatomical labels are based on: [1] (1)) [2] (2), 
[3] (3), [4] (4), [5] (5).  
 
 
 
 
 
 
 
 
 

 
Figure S1. Mood (PANAS) variability (standard deviation). A) Mood elevation gradient 
(ordered factor with low MDQ < high MDQ < patients with BD at baseline) is linked to 
increased variability (standard deviation) for both positive and negative mood (PANAS). B) In 
contrast, lithium (as interaction term drug (lithium/placebo) * time (pre/post) does not affect 
variability of mood. See table S3 for statistical values. 
 



 
Figure S2. FMRI designs. Correlations of the haemodynamically convolved regressors for 
FMRI design 1 (A) and design 2 (B). No value regressors exceeded correlations of r>0.5 with 
any other regressors or confounds. Abbreviations: chosen reward utility (rewUtilC), unchosen 
reward utility (rewUtilUC), chosen loss utility (lossUtilC), last trial’s outcome, i.e. points won 
or lost, e.g. +10 or -20 (LastWinLoMag), current trial’s outcome (WinLossWithMag), relative 
reward utility (rewUtilCmUC), interaction between last trial’s outcome and the current trial’s 
loss utility (LastWinLoMagxLossUtilCmUC). 
 
 
Supplementary methods  
[1] Additional participant information 
[1A] Exclusion criteria 
Healthy volunteers with low and high mood instability: 
Common inclusion criteria across both groups were: over 18 years old, no current medication 
(other than contraceptive pill), no use of antidepressants, antipsychotics, lithium or 
anticonvulsant medication in the last 6 weeks, no contraindication to MRI or MEG. 
Participants were recruited based on their scores of mood instability (MDQ [ref]). The 
questionnaire includes first questions describing symptoms of bipolar and second a question 
about whether the different symptoms occurred at the same time. Participants were included 
in the low MDQ group if their number of reported symptoms was 5 or less. Participants were 
included in the high MDQ group if they reported 7 or more symptoms and report that they 
have happened at the same time. Additionally, in the low mood instability group, we excluded 
participants with a current or past diagnosis of an axis 1 psychiatric disorder (assessed using 
DSM-IV interview) or a first degree relative with bipolar disorder. In the high mood instability 
group, we excluded participants with a current or past diagnosis of an axis 1 psychiatric 
disorder other than bipolar disorder I or II, major depression or anxiety disorders. 

A



 
Participants diagnosed with bipolar disorder: 
Inclusion criteria: over 18 years old, meeting criteria for BDI, BDII or BDNOS as assessed  using 
the Structured Clinical Interview for DSM-V Axis I Disorders (SCID-I), clinically significant mood 
instability (established through interview), not currently suicidal (currently suicidal assessed 
as a score of  ≥ 4 on the C-SSRS  (Columbia Suicide Severity Rating Scale Score (6)), no 
counterindications to lithium (assessed through pre-treatment tests including renal, cardiac, 
thyroid and parathyroid functions), not currently taking any psychotropic drugs that could not 
be withdrawn, not requiring acute treatment so that placebo would be inappropriate, 
participation in a previous research trial in the past 12 weeks. Participants with 
counterindications to MRI scanner were included in the behavioural part of the study. 
 
[1B] Larger study – full information 
Volunteers: 
The data presented here was part of larger study (CONBRIO, Collaborative Oxford Network 
for Bipolar Research to Improve Outcomes: The cognitive neuroscience of mood instability; 
Cognition and Mood Evolution across Time (COMET) – MSD-IDREC-C2-2014-023). 
Participants who expressed interested in the study were given an electronic version of the 
information sheet and the Mood Disorder Questionnaire (MDQ). If they scored in either the 
‘low MDQ’ or the ‘high MDQ’ category they were invited for a first study visit.  
 
During the first study visit, inclusion and exclusion criteria were checked. Participants were 
also screened for psychiatric disorders using the Structured Clinical Interview for DSM 
Disorders (SCID) (7). Participants completed several questionnaires, including Barratt 
Impulsiveness Scale (8), Sleep Condition Indicator (9), Maclean Screening Instrument (10), 
Affective Lability Scale (11), Affect Intensity Measure (12). Participants were set up with and 
instructed how to use devices to measure their activity (GeneActiv watch and FitBit) over the 
ten weeks study period. They were given an iPad mini and trained on four cognitive tasks: 
‘wheel of fortune’ – risky decision making (presented here), ‘guess the gap’ – performance 
learning, ‘fractals’ – stimulus-outcome learning, ‘whack-a-t’ – implicit spatial learning.  
 
Over a period of ten weeks, they were asked to complete these tasks five times a week and 
to wear the GeneActiv and FitBit devices as much as possible. They were also asked to 
complete clinical questionnaires (Quick Inventory of Depressive Symptomatology (13) , 
Altman self-rating mania scale (14), Generalized Anxiety Disorder-7 (15), EuroQol-5 [health-
related quality of life] (16)) on the True Colours mood monitoring system (17) once a week. 
They were also asked to stay within the recommended daily alcohol intake levels throughout. 
 
In the beginning of the ten-week period (weeks one or two) and in the end (weeks nine and 
ten), participants attended an MRI scan and a MEG scan. Due to MEG scanner downtime, only 
24 participants received the MEG scan. During both MRI scans, resting state and structural 
data was obtained. At the first scan, additional the ‘wheel of fortune’ was measured. At the 
second MRI scan, ‘fractals’ and ‘guess the gap’ was measured, as well as diffusion tension 
imaging and fluid-attenuated inversion recovery.   
 
Participants diagnosed with bipolar disorder: 



Participants first took part in a screening visit in which inclusion criteria were checked and 
informed consent was taken. Using the SCID-I, a diagnosis check was done. In addition, 
demographic and clinical information was obtained, including duration of illness, previous use 
of psychotropic medicines, family history of mood disorders, presence of comorbid borderline 
personality disorder and attention deficit hyperactivity disorder and current suicidal ideation, 
concomitant medication and substance use and a physical examination. If blood samples have 
not been taken as part of routine monitoring, they were taken at this visit.  Two sets of 
samples were taken, one was sent to the pathology lab for analysis and the other was retained 
as replacement for samples lost/damaged in transit and for storage for future research. Tests 
included urea and electrolytes, full blood count, fasting blood glucose, glycosylated 
haemoglobin (HbA1c), blood lipid profile, LFTs, T4, T3, TSH, thyroid antibodies, PTH, vitamin 
D, eGFR, Cystatin C and NGAL and inflammatory markers CRP and IL-6. A sample was taken to 
measure calcium level using the InSight™ Electrolyte Analyser located in the NIHR-CRF. 
Weight/BMI, pulse and blood pressure were also recorded, and an ECG was performed. 
Participants were given an iPad mini and trained on the same cognitive tasks as the healthy 
volunteers described above. They were also set up with the True Colours system to rate 
weekly mood and on Mood Zoom (18) to rate daily mood. Participants were also given activity 
monitors. They were also given saliva swabs. 
 
Before being randomised to lithium or placebo, all participants completed two weeks of daily 
cognitive tasks, mood and activity measurements at home (though some participants 
completed up to 30 days due to logistic challenges). Then, they were randomised and 
performed six weeks of cognitive tasks, mood and activity measurements.  
 
In the beginning of the six weeks period (week one or two), they completed an MRI and a 
MEG scan using the same scans as described for the healthy volunteers.  
 
[1C] Lithium dosing information 
In the lithium group, participants were prescribed an initial dose of 400g/day, unless there 
was a clinical indication to start at a lower dose. During this phase, participants attended brief 
assessments at 4-days, 8-days and between 2 and 3 weeks post-randomisation to review 
lithium levels by a psychiatrist (if lithium level ≤ 0.3 mmol/L, dose increased to 800mg/day; if 
lithium level between 0.4 to 0.5 mmol/L, dose increased to 600mg/day; if lithium level 0.6 -
1.0mmol/L, continued current dose; if lithium level ≥ 1.0mmol/L, decrease dose by 
200mg/day or 400mg/day as found appropriate by psychiatrist), receive additional supplies 
of lithium/ placebo as needed and were asked about adverse events. Participants took part 
in one neuroimaging session in week 3 or 4. During the trial, participants were asked to 
complete the cognitive tasks daily.  
 
 
[2] Computational modelling, additional information 
[2A] Decision making model validation 
We validated our computational models using simulations (19,20). We simulated 400 
participants with parameter values (mean and standard deviations) drawn from a uniform 
distribution in the 95% range of the parameters for real individual participants. For each 
participant, we simulated 47-50 sessions (uniform distribution). Parameters for single 
sessions were drawn from normal distributions of simulated participants’ means, standard 



deviations and linear effects of days. Simulated data was then fitted using same approaches 
as above. To speed up fitting of data, variational Bayesian approximation (21) was used unless 
control indices (pareto smoothed importance sampling, khat >0.7 (22)) suggested 
unsuccessful fitting even after increasing  number of samples and decreasing tolerance, in 
which case sampling was used. When fitting the models, initially, 4 chains, with each 15,000 
iterations were drawn and the target acceptance rate (adapt_delta, (23)) was set to 0.85. 
Whether models had been fit appropriately was checked using a criterion of R-hat (measure 
of mixing of chains) < 1.1 and absence of divergent samples. If these were not fulfilled, 
number of iterations were increased by 50% and adapt_delta was increased towards 1 (by 
50% of distance from 1). This was repeated until all models converged. 
 
To validate the model, we then checked the correlations between true and fitted values for 
mean and standard deviation of parameters across individual subjects (table S1). 
 
 
[2B] Bayesian models – additional information for standard settings 
Regression models were computed with the BRMS toolbox (24) which uses the Bayesian 
programming language Stan (25). The key advantages of the Bayesian approach are: priors 
can be defined to ease fitting, particularly when little data is available (as here only 20 trials 
per session); models can be hierarchical and account for individual differences in each 
parameter (i.e. taking into account data consistent of within and between subject 
measurements, e.g. several data points per person and several subjects); variability in 
measurements across people can be taken into account.  
 
Linear non-hierarchical regression 
All regression estimates (parameters) were given flat priors for all parameters and 10,000 
iterations for each of four chains were drawn (target acceptance rate, adapt_delta = 0.9). 
Model fit was checked using criterion of Rhat <1.1 and the absence of divergent samples (23) 
.  
  
Linear hierarchical regressions 
To ease fitting (26), all regression estimates were given weakly informative priors, 
normal(0,5). 6,000 iterations for each of 4 chains were drawn (target acceptance rate, 
adapt_delta = 0.9). Model fit was checked as above for non-hierarchical models. Significance 
follows the standard definition of the Bayesian 95% Credible Interval not including zero. To 
compare individual groups, the same model was fitted with group as an unordered factor and 
posthoc tests were then done using the emmeans package (27) (again using 95% Credible 
Intervals to define significance). Results of regressions are illustrated as conditional effects, 
i.e. all other variables are set to their mean.  We computed mean parameters for individual 
participants to relate to neural activity. 
 
 
Computational decision-making models – prior settings 
For each parameter weakly informative priors were specified for models for the longitudinal 
or the FMRI data for each session (longitudinal) or person (FMRI): inverse temperature (b): 
cauchy(5,3), weighting of the loss utility (l): cauchy(-1,1), the impact of the previous trial’s 



win/loss on the weighting of the loss utility (g); group level standard deviations: inverse 
temperature (b): cauchy(0,3), all other parameters: cauchy(0, 1).  
 
When fitting the decision-making models, number of iterations and adapt_delta were 
increased until fit indices suggested appropriate fit, as described above.  
 
FMRI 
Computational models were fitted as for the longitudinal data, i.e. first separately for each 
individual participant before then comparing the computational model parameters across 
groups using non-hierarchical models (as one FMRI session per person).  
 
 
[2C] Regressions relating mood, task outcomes and behaviour 
We used hierarchical regression models to test for group differences in the impact of task 
outcomes on mood: 
Mean: Happiness (post minus pre) ~ 1 + Task outcomes* group + Task outcomes + group + 
day + Age + Gender + (1 + day + outcome | ID) 
And error term: sigma ~ 1 + group + age + gender + (1|ID) 
Where outcome was either the total wins in the daily task, the total losses or the total wins 
minus losses. Group was coded as monotonic factor. 
 
In addition to the happiness VAS that was measured before and after the task, we also 
measured mood using a more detailed questionnaire (PANAS-SF) before the task. We used 
this to replicate previous findings (18,28–30) of mood instability related to bipolar disorder 
(with hierarchical models): 
Mean: PANAS ~ 1 + day + group + age + gender + (1 + day |ID) 
Error term: Sigma ~ 1 + group + age + gender + (1|ID) 
Where PANAS was either the positive or the negative PANAS score. 
 
 
[3] MRI scan 
[3A] MRI acquisition sequences 
Scan protocols were similar across both sites and differences are highlighted. T1-weighted 
structural images were acquired with the settings TR=3 sec, TE=4.71 msec (4.65ms for second 
site [some bipolar patients]), TI (inversion time) = 1.1 sec, 1x1x1 mm voxel size, 256x176x224 
mm grid, flip angle = 8°, phase-encoding direction = R-L, GRAPPA (Generalized autocalibrating 
partially parallel acquisition) = 2. Functional images were acquired using a Deichmann echo-
planar imaging (EPI) sequence with TR=3 s, TE=30 ms, 3x3x3 mm voxel size, 87° flip angle, 30° 
slice angle and z-shimming to reduce signal distortions as well as dropout in medial 
orbitofrontal areas (31). A fieldmap with dual echo-time images (TE1 = 5.19 ms, TE2 = 7.65 
ms, whole brain coverage, voxel size 3.5 × 3.5 × 3.5 mm) was obtained for each subject to 
allow for corrections in geometric distortions induced in the functional images. 
 
[3B] FMRI preprocessing 
We used FSL (32) version 6.00 for standard image preprocessing and analysis (suppl. Methods 
[4B]. We used FSL’s BET (33) on the high-resolution structural MRI images and fieldmaps 
images to separate brain matter from nonbrain matter. We used the structural images to 



register functional images in MNI space using nonlinear registration as implemented in FNIRT 
(34). Functional images were corrected for motion using FSL’s MCFLIRT (35), corrected for 
geometric distortions using FSL’s FUGUE (FMRIB's Utility for Geometrically Unwarping EPIs) 
and spatially smoothed with a Gaussian kernel of 5mm full-width half-maximum. Finally, 
images were then high-pass filtered with a 3 dB cutoff of 100s.  
 
[3C] FMRI analysis 
The fMRI design was as follows (see figure S2 for design correlation matrix): We included four 
boxcar regressors capturing the different phases of each trial: the decision phase (aligned to 
the onset of the decision phase and lasting until participants could make a choice), the 
spinning phase (aligned to when the indicator on the chosen wheel of fortune started moving 
and lasting until it stopped), the outcome phase (the time the outcome was shown to 
participants and lasting until it disappeared from the screen) and the total score phase 
(aligned to when the screen with the total score was shown and lasting until it disappeared). 
Here the decision and the outcome phase are the main phases of interest, the others are 
included as control regressors. We also included parametric boxcar regressors aligned to 
same onsets as the phases described above, but with duration one second. All regressors 
were z-score normalized within each participant. In the decision phase, we included separate 
regressors for the reward and loss utilities (i.e. probability x magnitude) of the chosen minus 
the unchosen options, a regressor for last trial’s outcome (win loss, including the magnitude 
therefore, e.g. +10 or -20), as well as participants’ log-transformed reaction time as a control 
regressor. In the outcome phase, we included a regressor indicating the current trial’s 
outcome (win/loss, including the magnitude thereof). As control regressor we also included 
the total score phase with total scores as parametric value. All regressors were convolved 
with a double-gamma hemodynamic response function. 
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