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Abstract

Background. The rate at which different portions of the eye ages can be measured using eye fungus and

optical coherence tomography (OCT) images; however, their genetic and environmental contributors have

been elusive.

Methods. We built an eye age predictor by training convolutional neural networks to predict age from

175,000 eye fundus and OCT images from participants of the UK Biobank cohort, capturing two different

dimensions of eye (retinal, macula, fovea) aging. We performed a genome-wide association study

(GWAS) and high-throughput epidemiology to identify novel genetic and environmental variables

associated with the new age predictor, finding variables associated with accelerated eye aging.

Findings. Fundus-based and OCT-based eye aging capture different dimensions of eye aging, whose

combination predicted chronological age with an R2 and mean absolute error of 83.6±0.6%/2.62±0.05

years. In comparison, the fundus-based and OCT-based predictor alone predicted age with R2 of

76.6±1.3% vs. 70.8±1.2% respectively. Accelerated eye fundus- and OCT-measured accelerated aging has

a significant genetic component, with heritability (total contribution of GWAS variants) of 26 and 23%

respectively. For eye fundus measured aging, we report novel variants in the FAM150B gene (ALKAL2, or

ALK ligand 2) (p<1x10-150); for OCT-measured eye aging, we found variants in genes such as CFH

(complement factor H), COL4A4 (type 4 collagen), and RLBP (retinaldehyde binding protein 1, all

p<1x10-20). Eye accelerated aging is also associated with behaviors and socioeconomic status, such as

sleep deprivation and lower income.

Conclusions. Our new deep-learning-based digital readouts, the best eye aging predictor to date, suggest

a biological basis of eye aging. These new data can be harnessed for scalable genetic and epidemiological

dissection and discovery of aging specific to different components of the eye and their relationship with

different diseases of aging.
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Research in context

Evidence before this study. We performed a search on NCBI PubMed and Google Scholar searching for

the terms, “eye aging”, “optical coherence tomography” (OCT), “fundus”, and/or “deep learning”. We

found others have shown feasibility of predicting chronological age from eye image modalities, finding

five publications that demonstrated chronological age may be predicted from images inside and outside of

the eye, with mean absolute errors ranging from 2.3-5.82 years.

Added value of this study. Our new eye age predictor combines both OCT and fundus images to

assemble the most accurate fundus/OCT age predictor to date (mean absolute error of 2.62 years).

Second, we have identified new genetic loci (e.g., in FAM150B) and epidemiological associations with

eye accelerated age, highlighting the biological and environmental correlates of eye age, elusive in other

investigations and made scalable by deep learning.
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Introduction

Aging affects all components of the eye (eyelids, lacrimal system, cornea, trabecular mesh work, uvea,

crystalline lens, retina, macula (Salvi et al., 2006)) and is associated with the onset of age-related eye

diseases such as presbyopia, cataract, glaucoma, macular degeneration and retinopathy (Visser, 2006)

leading to reduced quality of life, increased healthcare costs (Rein et al., 2006), and shortened lifespan

due to the increased risk for falls (Lord et al., 2010).

Age predictors have recently been derived to measure accelerated aging(Horvath, 2013; Le Goallec et al.,

2022) and of the eye (Poplin et al., 2018). Here, inspired by these approaches, we use machine learning

algorithms to predict the age of the participant (also referred to as “chronological age”) from fundus and

optical coherence tomography (OCT) images of the eye. Fundus images capture the rear of the eye, or

fundus, along with the retina and macula. OCT images a cross-sectional image of the retina, a different

dimension of fundus images. The predictions of the model are interpreted as the participant's eye age (also

referred to as “biological age”). We next can define accelerated eye aging as the difference between eye

age and chronological age. Age has for example already been predicted from fundus(Poplin et al., 2018),

optical coherence tomography (Chueh et al., n.d.; Shigueoka et al., 2021), iris (Erbilek et al., 2013; Rajput

and Sable, n.d.; Sgroi et al., 2013) and eye corner images (Bobrov et al., 2018). Identifying the genetic

and non-genetic factors underlying different physiological measure of eye aging has not, hitherto, been

done.

In the following, we leverage 175,000 OCT and eye fundus images (Figure 1B), along with eye

biomarkers (acuity, refractive error, intraocular pressure) collected from 37-82 year-old UK Biobank

(Sudlow et al., 2015) participants (Figure 1A), and use deep learning to build eye age predictors. We
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perform a genome wide association study [GWAS] and an X-wide association study [XWAS] to identify

genetic and non-genetic factors (e.g biomarkers, phenotypes, diseases, environmental and socioeconomic

variables) associated with eye aging. (Figure 1C)

Methods

Data and materials availability

The anonymous data are available through the UK Biobank (project ID: 52887). The code can be found at

https://github.com/Deep-Learning-and-Aging. We will make the biological age phenotypes available

through UK Biobank upon publication. The results can be interactively and extensively explored at

https://www.multidimensionality-of-aging.net/, a website where we display and compare the performance

and properties of the different biological age predictors we built. Select “Eyes” as the aging dimension to

view. The GWAS results can be found at via FUMA: OCT: https://fuma.ctglab.nl/browse/495; Fundus:

https://fuma.ctglab.nl/browse/494 . Our code can be found at

https://github.com/Deep-Learning-and-Aging. The supplementary tables can be found here:

https://www.dropbox.com/s/px2re5qw9n11htt/Supplementary%20data.zip?dl=0

Cohort Dataset: Participants of the UK Biobank

We leveraged the UK Biobank(Sudlow et al., 2015) cohort (project ID: 52887). The UKB cohort consists

of data originating from a large biobank collected from 502,211 de-identified participants in the United

Kingdom that were aged between 37 years and 74 years at enrollment (starting in 2006). Out of these
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participants, approximately 87,000 had fundus and OCT images collected from them. The Harvard

internal review board (IRB) deemed the research as non-human subjects research (IRB: IRB16-2145).

Data types and Preprocessing

The data preprocessing step is different for the different data modalities: demographic variables, scalar

predictors and images. We define scalar predictors as predictors whose information can be encoded in a

single number, such as eye spherical power, as opposed to data with a higher number of dimensions such

as images (two dimensions, which are the height and the width of the image). Please see Supplementary

Methods/Figures for detailed pre-processing of the demographic, scalar, and eye fundus/OCT images

(Figure S5, Figure S6, Figure S7, Figure S8, Figure S9, Figure S10, Figure S11). For scalar datasets, we

used elastic nets, gradient boosted machines [GBMs] and fully connected neural networks. For images we

used two-dimensional convolutional neural networks. For details on algorithms, parameters, and study

design of the training tuning and prediction, please refer to the Supplementary Methods.

Training, tuning and predictions and the interpretability of models

We split the entire dataset into ten data folds. We then tuned the models built on scalar data and the

models built on images using two different pipelines. For scalar data-based models, we performed a

nested-cross validation. For images-based models, we manually tuned some of the hyperparameters

before performing a simple cross-validation. We describe the splitting of the data into different folds and

the tuning procedures in detail in the Supplementary Methods.
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Ensembling to improve prediction and define aging dimensions

We built a two-level hierarchy of ensemble models to improve prediction accuracies. At the lowest level,

we combined the predictions from different algorithms on the same aging subdimension. For example, we

combined the predictions generated by the elastic net, the gradient boosted machine and the neural

network from the eye acuity scalar biomarkers. At the second level, we combined the predictions from the

different eye dimensions into a general eye age prediction. The ensemble models from the lower levels

are hierarchically used as components of the ensemble models of the higher models. For example, the

ensemble model built by combining the algorithms trained on eye acuity variables is leveraged when

building the general eye aging ensemble model.

We built each ensemble model separately on each of the ten data folds. For example, to build the

ensemble model on the testing predictions of the data fold #1, we trained and tuned an elastic net on the

validation predictions from the data fold #0 using a 10-folds inner cross-validation, as the validation

predictions on fold #0 and the testing predictions on fold #1 are generated by the same model (see

Supplementary Methods - Training, tuning and predictions - Images - Scalar data - Nested

cross-validation; Supplementary Methods - Training, tuning and predictions - Images - Cross-validation).

We used the same hyperparameters space and Bayesian hyperparameters optimization method as we did

for the inner cross-validation we performed during the tuning of the non-ensemble models.

To summarize, the testing ensemble predictions are computed by concatenating the testing predictions

generated by ten different elastic nets, each of which was trained and tuned using a 10-folds inner

cross-validation on one validation data fold (10% of the full dataset) and tested on one testing fold. This is
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different from the inner-cross validation performed when training the non-ensemble models, which was

performed on the “training+validation” data folds, so on 9 data folds (90% of the dataset).

Evaluating the performance of models

We evaluated the performance of the models using two different metrics: R-Squared [R2] and root mean

squared error [RMSE]. We computed a confidence interval on the performance metrics in two different

ways. First, we computed the standard deviation between the different data folds. The test predictions on

each of the ten data folds are generated by ten different models, so this measure of standard deviation

captures both model variability and the variability in prediction accuracy between samples. Second, we

computed the standard deviation by bootstrapping the computation of the performance metrics 1,000

times. This second measure of variation does not capture model variability but evaluates the variance in

the prediction accuracy between samples.

Eye age definition

We defined the eye age of participants for a specific eye dimension as the prediction outputted by the

model trained on the corresponding dataset, after correcting for the bias in the residuals. For each model,

participants on the older end of the chronological age distribution tend to be predicted younger than they

are. Symmetrically, participants on the younger end of the chronological age distribution tend to be

predicted older than they are. This bias does not seem to be biologically driven (Le Goallec et al., 2022).

Rather it seems to be statistically driven, as the same 60-year-old individual will tend to be predicted

younger in a cohort with an age range of 60-80 years, and to be predicted older in a cohort with an age

range of 60-80. We ran a linear regression on the residuals as a function of age for each model and used it

to correct each prediction for this statistical bias.
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After defining biological age as the corrected prediction, we defined accelerated aging as the corrected

residuals. For example, a 60-year-old whose eye fundus images predicted an age of 70 years old after is

estimated to have an eye age of 70 years, and an accelerated eye aging of ten years. We emphasize that the

step of correction of the predictions and the residuals takes place after the evaluation of the performance

of the models but precedes the analysis of the eye ages properties, such as the GWASs.

Genome-wide association of accelerated eye aging

The UKB contains genome-wide genetic data for 488,251 of the 502,492 participants(Bycroft et al., 2017)

under the hg19/GRCh37 build and performed genome-wide association study analysis using using

BOLT-LMM (Loh et al., 2018, 2015b) and BOLT-REML (Loh et al., 2015a). For more details, please see

the Supplementary Methods.

Non-genetic correlates of accelerated eye aging

We identified non-genetically measured (i.e factors not measured on a GWAS array) correlates of each

aging dimension, which we classified in six categories: biomarkers, clinical phenotypes, diseases, family

history, environmental, and socioeconomic variables. We refer to the union of these association analyses

as an X-Wide Association Study [XWAS] (Patel et al., 2010). See Supplementary Methods.
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Results

Chronological age prediction within three years

We leveraged the UK Biobank, a dataset containing 175,000 eye fundus and OCT images (both left and

right eyes, so approximately half fewer samples, Figure 1A and B), as well as eye biomarkers (acuity,

intraocular and autorefraction tests) collected from 97,000-135,000 (Figure 1A and B) participants aged

37-82 years (Figure S1). We predicted chronological age from images using convolutional neural

networks and from scalar biomarkers using elastic nets, gradient boosted machines [GBMs] and shallow

fully connected neural networks. We then hierarchically ensembled these models by eye dimension

(Figure 1A and C).

We predicted chronological age with a testing R-Squared [R2] of 83.6±0.6% and a mean absolute error

[MAE] of 2.62±0.05 years (Figure 2). The eye fundus images outperformed the OCT images as age

predictors (R2=76.6±1.3% vs. 70.8±1.2%). The scalar-based models underperformed compared to the

image-based model (R2=35.9±0.5). Between the different algorithms trained on all scalar features, the

non-linear models outperformed the linear model (GBM: R2=35.8±0.6%; Neural network R2=30.8±2.4%;

Elastic net: R2=25.0±0.4%).

We defined eye age as the prediction outputted by one of the models, after correction for the analytical

bias in the residuals (Supplementary Methods and Methods). For example fundus-based eye age is the

prediction outputted by the ensemble model trained on fundus images. If not specified otherwise, eye age

refers to the prediction outputted by the best performing, all encompassing ensemble model.
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We examined the relationship between the fundus and OCT predictors, specifically querying whether the

predictions were correlated (does fundus age predict OCT age?). Fundus image-based and OCT

image-based accelerated eye aging are modestly .239±.005 correlated. For comparison purposes, the two

convolutional neural networks architectures (InceptionV3 and InceptionResNetV2) trained on the exact

same dataset yielded accelerated aging definitions that are .762±.001 correlated (fundus images) and

.815±.002 correlated (OCT images). (Figure 3).

Genetic factors and heritability of accelerated eye aging

We performed genome wide association studies [GWASs] to estimate the GWAS-based heritability of

general (h_g2=28.2±1.2%), fundus image-based (h_g2=26.0±0.9%), and OCT image-based

(h_g2=23.6±0.9%) accelerated eye aging. We identified 26 (in proximity to 19 genes) and 42 genetic loci

(212 genes) respectively the fundus and OCT “dimensions”, respectively. (Figure 4, Table S8; for quality

control, see: Figure S12, Figure S13). Fundus image-based and OCT image-based accelerated eye aging

are also genetically correlated (.299±.025).

The strongest signal associated with accelerated eye fundus aging included single nucleotide

polymorphisms (SNPs, rs7605824, chromosome 2) in close proximity to FAM150B, (or ALKAL2), ALK

and LTK ligand 2, (minimum p-value of all SNPs at locus: 2.4x10-180, Figure S14) and a cluster of genes

that includes SH3YL1. Interestingly, we found a nearby locus, rs55742348 (pvalue of 3x10-13), associated

with OCT aging. Specifically, rs55742348 was closest to the SH3YL1 gene (Figure S15).

Another top signal included SNPs near OCA2 (minimum p-value of 1x10-30), a gene that encodes the P

protein involved in tyrosine transport for eventual melanin synthesis, or pigmentation of the eye.
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Interestingly, this locus was found in both eye fundus and OCT-aging predictions (minimum pvalue in

OCT-based aging was 5x10-23). Other genes implicated included SLC16A1, PPL, LGR6, NPLOC4, and

SUGP1 (Figure 3A, and Table S8).

We found independent genetic loci associated with accelerated OCT-based aging that were different from

those found in fundus-based eye aging (Figure 3B vs. Figure 3A) and specific to eye physiology. Briefly,

these included a locus near RLBP1 (retinaldehyde binding protein 1), a protein involved in vision and

connected to diseases of the retina (Sparkes et al., 1992). We also identified variants near ARMS2

(age-related maculopathy susceptibility 2), a protein a component of the choroidal (or the tissue between

the retina and the inside of the eye). RPL1L1 or retina pigmentosa like 1, is considered to be a paralog of

retina pigmentosa 1(Bowne et al., 2003). Accelerated eye aging and age-related macular degeneration

[AMD] are genetically positively correlated, but we were not powered in the UK Biobank to discriminate

the correlation from zero (Table S9).

Biomarkers, clinical phenotypes, diseases, environmental and

socioeconomic variables associated with accelerated eye aging

We found that 4,372 biomarkers classified in 21 subcategories (Table S10), 187 clinical phenotypes

classified in 11 subcategories (Table S13), 2,073 diseases classified in 26 subcategories (Table S16), 92

family history variables (Table S19), 265 environmental variables classified in nine categories

(Table S22), and 91 socioeconomic variables classified in five categories (Table S25) were associated

(Bonferroni-corrected p-value threshold of 0·05) with accelerated fundus and OCT eye aging. Please refer

to the supplementary tables (Table S11, Table S12, Table S14, Table S15, Table S17, Table S18,

Table S23, Table S24, Table S26, Table S27) for a summary of non-genetic factors associated with
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general, fundus-based and OCT-based accelerated eye aging. The exhaustive results can be found in

Table S28 and explored at https://www.multidimensionality-of-aging.net/xwas/univariate_associations.

We also compared fundus-based and OCT-based accelerated aging phenotypes in terms of their

associations with non-genetic variables to understand if X-variables associated with accelerated aging in

one eye dimension are also associated with accelerated aging in the other; while the OCT and fundus

aging phenotypes have many non-shared genetic factors, they also, in contrast, share many environmental

factor exposures associated with both (Figure S4). We discuss come of the specific findings below.

Biomarkers associated with accelerated eye aging

The three biomarker categories most associated with accelerated eye aging are urine biochemistry, blood

pressure and eye intraocular pressure (Table S11). Specifically, 100.0% of urine biochemistry biomarkers

are associated with accelerated eye aging, with the three largest associations being with microalbumin

(correlation=.032), sodium (correlation=.027), and creatinine (correlation=.021). 100.0% of blood

pressure biomarkers are associated with accelerated eye aging, with the three largest associations being

with pulse rate (correlation=.075), systolic blood pressure (correlation=.044), and diastolic blood pressure

(correlation=.040). 75.0% of eye intraocular pressure biomarkers are associated with accelerated eye

aging, with the three largest associations being with right eye Goldmann-correlated intraocular pressure

(correlation=.093), right eye corneal-compensated intraocular pressure (correlation=.092), and left eye

Goldmann-correlated intraocular pressure (correlation=.090).

Conversely, the three biomarker categories most associated with decelerated eye aging are hand grip

strength, spirometry and body impedance (Table S12). Specifically, 100.0% of hand grip strength

biomarkers are associated with decelerated eye aging, with the two associations being with right and left

hand grip strengths (respective correlations of .060 and .059). 100% of spirometry biomarkers are
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associated with decelerated eye aging, with the three associations being with forced expiratory volume in

one second (correlation=.064), forced vital capacity (correlation=.060), and peak expiratory flow

(correlation=.041). 100.0% of body impedance biomarkers are associated with decelerated eye aging,

with the three largest associations being with whole body impedance (correlation=.040), left leg

impedance (correlation=.038), and left arm impedance (correlation=.035).

Diseases associated with accelerated eye aging

The three disease categories most associated with accelerated eye aging are general health, cardiovascular

diseases and eye disorders (Table S17). Specifically, 13.1% of general health variables are associated with

accelerated eye aging, with the three largest associations being with personal history of disease

(correlation=.039), problems related to lifestyle (correlation=.032), and presence of functional implants

(correlation=.032). 11.7% of cardiovascular diseases are associated with accelerated eye aging, with the

three largest associations being with hypertension (correlation=.061), chronic ischaemic heart disease

(correlation=.030), and heart failure (correlation=.025). 11.4% of eye disorders are associated with

accelerated eye aging, with the three largest associations being with cataract (correlation=.058),retinal

disorders (correlation=.050), and retinal detachments and breaks (correlation=.041).

Environmental and behaviorial variables associated with accelerated eye aging

We define environmental variables as factors that are not assayed on the GWAS array and are potentially

modifiable. 57.1% of variables that measure sleep are associated with accelerated eye aging, with the

three largest associations being with napping during the day (correlation=.027), chronotype (being an

evening person) (correlation=.026), and sleeplessness/insomnia (correlation=.026). 37.5% of smoking

variables are associated with accelerated eye aging, with the three largest associations being with pack

years adult smoking as proposition of lifespan exposed to smoking (correlation=.092), pack years of
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smoking (correlation=.090), and past tobacco smoking: smoked on most or all days (correlation=.066).

11.4% of physical activity variables are associated with accelerated eye aging, with the three largest

associations being with time spent watching television (correlation=.063), no physical activity during the

last four weeks among the ones listed in the questionnaire (correlation=.051), and types of transport used,

work excluded: public transport (correlation=.042).

Conversely, the three environmental variable categories most associated with decelerated eye aging are

physical activity, smoking and sleep (Table S24). Specifically, 57.1% of physical activity variables are

associated with decelerated eye aging, with the three largest associations being with usual walking pace

(correlation=.053), frequency of heavy do-it-yourself [DIY] work in the last four weeks

(correlation=.046), and duration of heavy DIY (correlation=.044). 29.2% of smoking variables are

associated with decelerated eye aging, with the three largest associations being with smoking status: never

(correlation=.058), age started smoking (correlation=.057), and time from waking to first cigarette

(correlation=.049). 28.6% of sleep variables are associated with decelerated eye aging, with the two

associations being with snoring (correlation=.038) and getting up in the morning (correlation=.029).

Identification of image and phenotypic features that drive eye age

prediction

We give examples of the attention maps and a discussion of them in the Supplementary Results. We found

that phenotypic measures of autorefraction, acuity, and intraocular pressure predicted age (Supplementary

Results).
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We also used methods for highlighting regions of the image that are driving the deep learning predictions.

For fundus images, we found that GRAD-CAM attention maps highlighted regions of the eye that were

highly vascularized (Figure S2), and the saliency maps highlighted the center of the eye (Supplementary

Results). For the OCT images, all of the layers were highlighted and differed according to chronological

age (Figure S3).

Discussion

We built what is, to the best of our knowledge, the most accurate eye age predictor to date, and the

comprehensive genetic, phenotypic, and environmental associations with them. We demonstrate that eye

phenotype measures (fundus and OCT images, acuity, refractive error and intraocular pressure

biomarkers) on which the predictor was trained capture different facets of eye aging, as demonstrated by

(1) limited phenotypic correlation of the accelerated eye aging definitions that we derived from them, and

(2) combining them into an ensemble model improved our age prediction accuracy (R2) by 7% compared

to the best performing model built on a single dataset (R2=83·6±0·6% vs. 76·6±1·3%).

We identified genetic variants associated with accelerated eye aging, reflecting common, but modest,

shared genetic architecture between fundus and OCT-based aging. We found many loci in genes whose

biological function is thought to be localized to the eye, including RP1L1 (RP1 Like 1), RLBP1

(Retinaldehyde-binding protein 1), and OCA2 (melanocyte-specific transporter protein). Our GWAS

signals included loci in CFH (complement factor H), and ARMS2 (Age-Related Maculopathy

Susceptibility 2). Further, we identified variants (p < 1x10-23) near APOE (Apolipoprotein E), a gene
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strongly connected to such as Alzheimer's Disease (Farrer et al., 1997). We believe that these associations

add to evidence supporting the biological relevance of our predictor.

Of particular interest includes a strong genetic signal on chromosome 2 near FAM150B (Figure S14), but

also close to SH3YL1 and FAM110C (p = 2·3x10-180). FAM150B is an “activating ligand” (along with

FAM150A) to a neuronal receptor tyrosine kinase, ALK(Guan et al., 2015), primarily investigated in its

role in cancer (Reshetnyak et al., 2015), and recently, to treat persistent pain(Defaye et al., 2022) . We

also find a locus with an association with OCT-aging close to SH3YL1 (Figure S15, p = 3x10-13). To note,

Ahadi and colleagues also find the same variants in fundus-based eye aging and have investigated their

biological role in a model organism (personal communication).

Our genetic findings stand in contrast to age-related macular degeneration (AMD), which has a larger

estimated GWAS-array based heritability (~46% (Fritsche et al., 2015)), implying an altogether different

genetic etiology of AMD vs. eye fundus/OCT aging. To note, our GWAS-based heritability estimates are

smaller (~28%) and the genetic associations that emerge implicate differing arrays of genes. However,

there are notable similarities, such as CFH and ARMS2, which have been implicated in AMD (Fritsche et

al., 2015; Vavvas et al., 2018).

Accelerated eye aging is also associated with biomarkers, phenotypes and diseases in other organ systems

such as the cardiovascular system (e.g blood pressure, arterial stiffness, heart function, chest pain,

hypertension, heart disease), metabolic health (e.g blood biochemistry, diabetes, obesity), brain health (e.g

brain MRI biomarkers, mental health), the musculoskeletal system (e.g hand grip strength, heel bone

densitometry, claudication, arthritis), mouth health, hearing, and others. Interestingly, accelerated eye

aging is associated with facial aging. For example, diabetes increases the risk of vision loss or blindness
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(diabetic retinopathy (Duh et al., 2017)). Likewise, associations between cardiovascular and ocular health

have been reported (De La Cruz et al., 2021). More generally, we found that accelerated eye aging is

associated with a poor general health (e.g overall health rating, personal history of disease and medical

treatment). We explore the connection between eye aging and other organ systems’ aging in a different

paper (Le Goallec et al., 2021).

Similarly, accelerated eye aging is associated with eyesight biomarkers, clinical phenotypes and diseases

(e.g wearing glasses/contacts, presbyopia, cataract, retinal disorders, retinal detachments and breaks).

In terms of environmental exposures, we found that general health factors such as poor sleep, smoking

(including maternal smoking at birth) and lack of physical activity are associated with accelerated eye

aging. Some diet variables such as cereal intake are associated with decelerated eye aging. Alcohol intake

had a mixed association, with beer, cider and spirits being associated with accelerated eye aging, while

usually taking alcohol with meals was associated with decelerated eye aging. We also found that playing

video games and the time spent watching television were both associated with accelerated eye aging,

which is coherent with the fact that screen time can strain the eye (computer vision syndrome)

(Gowrisankaran and Sheedy, 2015). Associations between sleep (Dhillon et al., 2007), smoking (Galor

and Lee, 2011), physical activity (Ong et al., 2018), alcohol intake (Kim, 2000), diet (Ohia et al., 2014)

and ocular health have been reported previously. Participants with a higher socioeconomic status (e.g

social support, income, education) were more likely to be decelerated eye agers, an effect likely due to an

overall slower aging rate.

We used attention maps and scalar feature importances to identify the anatomical features driving eye age

prediction. Our attention maps highlighted the eye fundus vascular features, which are consistent with
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Poplin et al.’s attention maps (Poplin et al., n.d.). Ege et al. reported that with age, eye fundus images tend

to become more yellow because of optimal imperfections in the refractive media (Ege et al., 2002), which

was possibly leveraged by our neural networks and could explain why some non-vascularized regions

were also highlighted. Finally, our attention maps highlighted most retinal layers in the OCT images. The

diversity of the features highlighted by the different models is coherent with the fact that age-related

changes occur in all ocular tissues (Grossniklaus et al., 2013). The fact that eye age prediction is linked to

spherical power and that the elastic net’s regression coefficient for this feature is positive is coherent with

the fact that, with age, presbyopia becomes more prevalent (Glasser et al., 2001). Presbyopia –also called

age-related farsightedness– is a consequence of the loss of the ability for the eye to accommodate to focus

on nearby objects and it corresponds to positive spherical power. Similarly, cylindrical power is a measure

of astigmatism and increases with age (Asano et al., 2005; Hayashi et al., 1993; Ho et al., 2010; Kim et

al., 2002; Sim et al., 2017; Ueno et al., 2014), which explains its selection by the GBM and the positive

regression coefficient in the elastic net.

We compare our models to the ones that can be found in the literature (Table S29). In terms of eye fundus

images, chronological age was predicted from UKB samples with a R2 value of 74±1% and a MAE of

3·26 years by Poplin et al. (Poplin et al., 2018). We found that our ensemble model outperformed this

prediction accuracy (R2=76·6±0·2; MAE=3·08±0·09 years). One potential explanation for this difference

is that Poplin et al.’s model was trained on only 48,000 UKB participants, whereas our model was trained

on 90,000 participants. Poplin et al.’s model was however also trained on 236,000 EyePACS (EyePACS,

2018) images, so it is unclear if the sample size benefited their model or ours and/or from the different

CNN architectures. For example, our InceptionV3 model slightly outperformed their model

(R2=75·2±0·1%), whereas our InceptionResNetV2 model significantly underperformed (R2=69·1±0·2%).

More recently Nagasato et al. used transfer learning to train a VGG16 architecture on a far smaller sample
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size (n=85) using ultra-wide-field pseudo-color eye fundus images collected from participants aged

57·5±20·9 years to predict chronological age. However, they did not report their R2 value, only the slope

of the regression coefficient between their predictor and chronological age (standard regression

coefficient=0·833) (Nagasato et al., 2020). In terms of optical coherence tomography images, Chueh et al.

predicted age by using transfer learning and training a ResNet18 architecture on 6,147 OCT images from

20-90 year-old participants (MAE=5·78±0.29) (Chueh et al., n.d.). We outperformed this model

(MAE=3·49±0·07 years), perhaps due to our greater sample size (N=173,695).

Other researchers leveraged eye features not available in the UK Biobank. Sgroi et al., Erbilek et al. and

Rajput and Sable (Erbilek et al., 2013; Rajput and Sable, n.d.; Sgroi et al., 2013) predicted chronological

age from iris images. Sgroi et al. trained a random forest on 630 scalar texture features extracted from 596

sample iris images to classify participants aged 22-25 years versus participants older than 35 years with

an accuracy of 64%. Erbilek et al. built an ensemble of five simple geometric features extracted from the

same iris images dataset. Using what they refer to as the sensitivity negotiation method, inspired by game

theory, they obtained a classification accuracy of 75%. Rajput and Sable trained CNNs on 2,130 iris

images collected from 213 participants aged 3-74 years and predicted chronological age with an MAE of

5-7 years (Rajput and Sable, n.d.). Bobrov et al. trained CNNs on 8,414 eye corner images collected from

participants aged 20-80 and predicted chronological age with a R2 value of 90·25% (estimated from the

Pearson correlation) and a MAE of 2·3 years (Bobrov et al., 2018).

We identify three limitations to our study. First, we extracted a 2D image from each 3D OCT image to

limit the need for computational resources. Leveraging the full data with a three-dimensional

convolutional neural network architecture may increase the age prediction accuracy. The GWAS and

environmental factor correlations that we report do not allow us to infer causality. Third, we did not
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distinguish between left eye and right eye aging. A possible future direction would be to test if, on

average, the right and left eyes age at significantly different rates.

In conclusion, our eye age predictor can be used to monitor the eye aging process. The genetic and

non-genetic associations we found also suggest potential lifestyle and therapeutic interventions to slow or

reverse eye aging. The GWAS in particular could shed light on the etiology of age-related eye disorders

such as age-related macular degeneration (Winkler et al., 2020). Finally, our eye age predictor could be

used to evaluate the effectiveness of emerging rejuvenating therapies (de Magalhães et al., 2017) on the

eye. The DNA methylation clock is for example already used in clinical trials (Duke Clinical Research

Institute, Elysium Health, 2019; Horvath, 2013; Horvath et al., 2014), but as aging is multidimensional

(Le Goallec et al., 2021; Li et al., 2020), multiple clocks might be needed to properly assess the effect of a

rejuvenating therapeutic intervention on the different portions of the eye.
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Figures

Figure 1: Overview of the datasets and analytic pipeline. A - Eye aging dimensions. B - Sample eye

fundus and optical coherence tomography images. C - Analytic pipeline.

Legend for A - * Correspond to eye dimensions for which we performed a GWAS and XWAS analysis
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Figure 2: Chronological age prediction performance (R2 and RMSE)

* represent ensemble models
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Figure 3: Phenotypic correlation between fundus-based and OCT-based accelerated eye aging

27

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted August 1, 2022. ; https://doi.org/10.1101/2021.06.24.21259471doi: medRxiv preprint 

https://doi.org/10.1101/2021.06.24.21259471
http://creativecommons.org/licenses/by-nc/4.0/


Figure 4: GWAS results for accelerated eye aging. A.) Fundus image-based eye aging. B.) -OCT

image-based eye aging.-log10(p-value) vs. chromosomal position of locus. Dotted line denotes 5x10-8.

Annotated genes are shown for independent loci whose minimum p-value are less than 1x10-10
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Results

Biomarkers, clinical phenotypes, diseases, environmental and

socioeconomic variables associated with accelerated eye aging

Below, we summarize the findings for accelerated general eye aging.

Clinical phenotypes associated with accelerated eye aging

The three clinical phenotype categories most associated with accelerated eye aging are chest pain,

breathing and general health (Table S14). Specifically, 100.0% of chest pain phenotypes are associated

with accelerated eye aging, with the three largest associations being with chest pain or discomfort walking

normally (correlation=.033), chest pain due to walking ceases when standing still (correlation=.030), and

chest pain or discomfort (correlation=.030). 100.0% of breathing phenotypes are associated with

accelerated eye aging, with the two associations being with shortness of breath walking on level ground

(correlation=.059) and wheeze or whistling in the chest in the last year (correlation=.051). 62.5% of

general health phenotypes are associated with accelerated eye aging, with the three largest associations

being with overall health rating (correlation=.085), long-standing illness, disability or infirmity

(correlation=.071), and falls in the last year (correlation=.032).

Conversely, the three clinical phenotype categories most associated with decelerated eye aging are sexual

factors (age first had sexual intercourse: correlation=.030), mouth health (no mouth/teeth problems:

correlation=.019) and general health (no weight change during the last year: correlation=.042).

(Table S15)
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The “diseases” associated with decelerated eye aging are related to pregnancy and delivery (perineal

laceration during delivery: correlation=.029; single spontaneous delivery: correlation=.019; outcome of

delivery: correlation=.044; supervision of high-risk pregnancy: correlation=.020). (Table S18)

Socioeconomic variables associated with accelerated eye aging

The three socioeconomic variable categories most associated with accelerated eye aging are

sociodemographics (private healthcare: correlation=.020), social support (leisure/social activities: none of

the listed: correlation=.021) and household (renting from local authority, local council or housing

association: correlation=.043; type of accommodation: flat, maisonette or apartment: correlation=.032).

(Table S26)

Conversely, the three socioeconomic variable categories most associated with decelerated eye aging are

social support, sociodemographics and household (Table S27). Specifically, 22.2% of social support

variables are associated with decelerated eye aging, with the two associations being leisure/social

activities: sports club or gym (correlation=.026) and being able to confide (correlation=.019). 14.3% of

sociodemographic variables are associated with decelerated eye aging (one association: not receiving

attendance/disability/mobility allowance. correlation=.048). 11.4% of household variables are associated

with decelerated eye aging, with the three largest associations being with number of people in the

household (correlation=.057), average total household income before tax (correlation=.054), and number

of vehicles (correlation=.048).

40

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted August 1, 2022. ; https://doi.org/10.1101/2021.06.24.21259471doi: medRxiv preprint 

https://doi.org/10.1101/2021.06.24.21259471
http://creativecommons.org/licenses/by-nc/4.0/


Identification of image and phenotypic features that drive eye age

prediction

We best predicted eye aging with a GBM (R2=35.8±0.6%) trained on autorefraction (35 features), acuity

(eight features) and intraocular pressure (eight features) measures, along with sex and ethnicity.

Autorefraction measures alone predicted age with a R2 of 29.0±0.2%, acuity measures with a R2 of

15.5±0.2% and intraocular pressure with a R2 of 6.9±0.1%. Specifically, the associated most important

scalar features for the model including all the predictors are (1; 2) the spherical power (right and left

eyes), (3; 4) the cylindrical power (right and left eyes), (5; 6) the astigmatism (right and left eyes), (7) the

3mm asymmetry index (left eye), (8) the 6mm cylindrical power (right eye), (9) the 3mm asymmetry

angle (left eye) and (10) the 6mm weak meridian angle. In the linear context of the elastic net

(R2=25.0±0.4%), the spherical power, the cylindrical power, the 6mm cylindrical power and the 6mm

weak meridian angle are associated with older age, whereas the astigmatism angle, the 3mm asymmetry

index and the 3mm asymmetry angle are associated with younger age. The feature importances for all

scalar-based models can be found in Table S2, Table S3, Table S4 and Table S5.

In terms of eye fundus images, the Grad-RAM attention maps tended to highlight the eye regions that

were highly vascularized, whereas the saliency maps also frequently highlighted the center of the eye

(Figure S2). In terms of OCT images, Grad-RAM highlighted all the retinal layers with different regions

emphasized for different participants. Similarly, saliency maps highlighted different layers for different

participants, as well as the fovea. The resolution of the resized images makes it difficult to precisely

identify these layers, but the list seems to include the posterior hyaloid surface, the inner limiting
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membrane, the external limiting membrane, ellipsoid portion of the inner segments, the cones outer

segment tips line and the retinal pigment epithelium (Figure S3).

Correlation between fundus image-based and OCT image-based

accelerated eye aging

We compared fundus-based and OCT-based accelerated aging phenotypes in terms of their associations

with non-genetic variables to understand if X-variables associated with accelerated aging in one eye

dimension are also associated with accelerated aging in the other. For example, in terms of environmental

variables, are the diets that protect against eye aging in terms of fundus image the same as the diets that

protect against eye aging in terms of OCT image? We found that the correlation between accelerated brain

anatomical and cognitive aging is .926 in terms of biomarkers, .704 in terms of associated clinical

phenotypes, .830 in terms of diseases, .838 in terms of environmental variables and .748 in terms of

socioeconomic variables (Figure S4). These results can be interactively explored at

https://www.multidimensionality-of-aging.net/correlation_between_aging_dimensions/xwas_univariate.

42

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted August 1, 2022. ; https://doi.org/10.1101/2021.06.24.21259471doi: medRxiv preprint 

https://www.multidimensionality-of-aging.net/correlation_between_aging_dimensions/xwas_univariate
https://doi.org/10.1101/2021.06.24.21259471
http://creativecommons.org/licenses/by-nc/4.0/


Methods

Hardware

We performed the computation for this project on Harvard Medical School’s compute cluster, with access

to both central processing units [CPUs] and general processing units [GPUs] (Tesla-M40, Tesla-K80,

Tesla-V100) via a Simple Linux Utility for Resource Management [SLURM] scheduler.

Software

We coded the project in Python (Van Rossum and Drake, 2011) and used the following libraries: NumPy

(Oliphant, 2006; Walt et al., 2011), Pandas (McKinney and Others, 2010), Matplotlib (Hunter, 2007),

Plotly (Inc, 2015), Python Imaging Library (Clark, 2018), SciPy (Millman et al., 2011; Oliphant, 2007;

Virtanen et al., 2020), Scikit-learn (Pedregosa et al., 2011), LightGBM (Ke et al., 2017), XGBoost (Chen

and Guestrin, 2016), Hyperopt (Bergstra et al., 2013b), TensorFlow 2 (Abadi et al., 2015), Keras (Chollet

and Others, 2015), Keras-vis (Kotikalapudi and Others, 2019), iNNvestigate (Alber et al., 2019). We used

Dash (Hossain et al., 2019) to code the website on which we shared the results. We set the seed for the os

library, the numpy library, the random library and the tensorflow library to zero.

43

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted August 1, 2022. ; https://doi.org/10.1101/2021.06.24.21259471doi: medRxiv preprint 

https://paperpile.com/c/YunL5L/7ngZH
https://paperpile.com/c/YunL5L/axxNB+xTPu0
https://paperpile.com/c/YunL5L/Afmxs
https://paperpile.com/c/YunL5L/VuXgQ
https://paperpile.com/c/YunL5L/WCfgj
https://paperpile.com/c/YunL5L/lJzpZ
https://paperpile.com/c/YunL5L/mws4m+AfqW9+Zd8Ya
https://paperpile.com/c/YunL5L/mws4m+AfqW9+Zd8Ya
https://paperpile.com/c/YunL5L/bb8tU
https://paperpile.com/c/YunL5L/9ewCC
https://paperpile.com/c/YunL5L/TnBcX
https://paperpile.com/c/YunL5L/TnBcX
https://paperpile.com/c/YunL5L/ZKee5
https://paperpile.com/c/YunL5L/rPdFR
https://paperpile.com/c/YunL5L/Ek5YE
https://paperpile.com/c/YunL5L/Ek5YE
https://paperpile.com/c/YunL5L/9VyQi
https://paperpile.com/c/YunL5L/pVK0t
https://paperpile.com/c/YunL5L/le3H6
https://doi.org/10.1101/2021.06.24.21259471
http://creativecommons.org/licenses/by-nc/4.0/


Data Preprocessing

Demographic variables

First, we removed out the UKB samples for which age or sex was missing. For sex, we used the genetic

sex when available, and the self-reported sex when genetic sex was not available. We computed age as the

difference between the date when the participant attended the assessment center and the year and month

of birth of the participant to estimate the participant’s age with greater precision. We one-hot encoded

ethnicity.

Scalar biomarkers: acuity, autorefraction and intraocular pressure

We define scalar data as a variable that is encoded as a single number, such as eye spherical power or

astigmatism angle, as opposed to data with a higher number of dimensions, such as images. The complete

list of scalar biomarkers can be found in Table S10 under “Eye”. We did not preprocess the scalar data,

aside from the normalization that is described under cross-validation further below.

Images

Eye fundus

The UKB contains eye fundus RGB images, with dimensions 1536*2048*3 pixels. Data from both the

left eye (field 21015, 87,562 samples for 84,760 participants were collected) and the right eye (field

21016, 88,259 samples for 85,239 participants) was collected. We took the vertical symmetry of left eye

images. We cropped the images to remove the black border surrounding the actual eye fundus images,

which yielded centered square images with dimensions 1388*1388*3. Some of the images were low
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quality on visual inspection. For example, they had very low or very high luminosity. To reduce the

prevalence of such images, we developed the following two-step heuristic. First, we computed the mode

of the distribution for each of the three RGB layers. If the mode is strictly larger than 250 for both the red,

the green and the blue channels, and has a frequency at least as high as 100,000 for the three channels, the

image is removed. Second, we compute the median of the distribution for each of the three RGB

channels. If the difference between the red median and the maximum between the green and blue medians

is strictly smaller than ten, the image is removed. A sample of preprocessing OCT images can be found in

Figure S5.

Eyes optical coherence tomography

The UKB contains (optical coherence tomography) OCT 3D images from both the left eye (field 21017,

87,595 samples for 84,173 participants) and the right eye (field 21018, 88,282 images for 85,262

participants) (Figure S6). Each sample contains 128 images of dimensions 650*512*1 grayscale pixels.

We selected the image where the fovea pit is the deepest as the input for our models, as follows. First, for

each sample, we discarded images before the 30th image and after the 105th image, because the fovea

was never the deepest in the first or last images. Then we applied the fastNlMeansDenoising function

from the openCV python library (BRADSKI and G, 2000) to each of the remaining 75 images with the

following hyperparameter values: h=30, templateWindowSize=7, searchWindowSize=7. We then applied

OpenCV’s Canny edge algorithm (Canny, 1986) with 30 and 150 as the two thresholds for the hysteresis

procedure to detect the surface of the retina. Instead of relying on a single threshold to detect edges, the

hysteresis method consists in setting both an upper and lower threshold. Pixels whose gradient value is

above the upper threshold are classified as belonging to an edge, and pixels whose gradient value is below

the lower threshold are classified as non-edge. The remaining pixels, whose gradient value is between the

two thresholds, are classified as an edge if they are connected to at least one edge pixel. For each column
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of pixels, we identified the surface of the retina as the first pixel encountered set to 1 by the canny edge

algorithm, starting from the top of the image. We applied two smoothing methods (triangle moving

average and Savitzky–Golay filter) to detect the surface (Figure S7).

We then computed the curvature of the detected surface (Figure S8), and we used the maximum curvature

value for each of the 75 images. Next, we identified which of these 75 images had the maximal curvature,

corresponding to the pit of the fovea. The list of maximal curvature for each image is a noisy function, so

we applied the Savitzky–Golay filter to identify the image with the maximal curvature (Figure S9).

Finally, we cropped the selected image to center the fovea pit vertically to obtain the final images with

dimension 500*512*3 pixels (Figure S10). A sample of preprocessed OCT images can be found in

Figure S11.

To resolve prohibitory long training times, we resized the images so that the total number of pixels for

each channel would be below 100,000.

Data augmentation

To prevent overfitting and increase our sample size during the training we used data augmentation

(Shorten and Khoshgoftaar, 2019) on the images. Each image was randomly shifted vertically and

horizontally, as well as rotated. We chose the hyperparameters for these transformations’ distributions to

represent the variations we observed between the images in the initial dataset. A summary of the

hyperparameter values for the transformations’ distributions can be found in Table S31.
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The data augmentation process is dynamically performed during the training. Augmented images are not

generated in advance. Instead, each image is randomly augmented before being fed to the neural network

for each epoch during the training.

Machine Learning Algorithms

Scalar data

We used three different algorithms to predict age from scalar data (non-dimensional variables, such as

laboratory values). Elastic Nets [EN] (a regularized linear regression that represents a compromise

between ridge regularization and LASSO regularization), Gradient Boosted Machines [GBM] (LightGBM

implementation (Ke et al., 2017)), and Neural Networks [NN]. The choice of these three algorithms

represents a compromise between interpretability and performance. Linear regressions and their

regularized forms (LASSO (Tibshirani, 1996), ridge (Hoerl and Kennard, 1970), elastic net (Zou and

Hastie, 2005)) are highly interpretable using the regression coefficients but are poorly suited to leverage

non-linear relationships or interactions between the features and therefore tend to underperform compared

to the other algorithms. In contrast, neural networks (Popescu et al., 2009; Rosenblatt, 1958) are complex

models, which are designed to capture non-linear relationships and interactions between the variables.

However, tools to interpret them are limited (Ribeiro et al., 2016) so they are closer to a “black box”.

Tree-based methods such as random forests (Breiman, 2001), gradient boosted machines (Friedman,

2001) or XGBoost (Chen and Guestrin, 2016) represent a compromise between linear regressions and

neural networks in terms of interpretability. They tend to perform similarly to neural networks when

limited data is available, and the feature importances can still be used to identify which predictors played
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an important role in generating the predictions. However, unlike linear regression, feature importances are

always non-negative values, so one cannot interpret whether a predictor is associated with older or

younger age. We also performed preliminary analyses with other tree-based algorithms, such as random

forests (Breiman, 2001), vanilla gradient boosted machines (Friedman, 2001) and XGBoost (Chen and

Guestrin, 2016). We found that they performed similarly to LightGBM, so we only used this last

algorithm as a representative for tree-based algorithms in our final calculations.

Images

Convolutional Neural Networks Architectures

We used transfer learning (Pan and Yang, 2010; Tan et al., 2018; Weiss et al., 2016) to leverage two

different convolutional neural networks (LeCun et al., 2015) [CNN] architectures pre-trained on the

ImageNet dataset (Deng et al., 2009; Krizhevsky et al., 2012; Russakovsky et al., 2015) and made

available through the python Keras library (Chollet and Others, 2015): InceptionV3 (Szegedy et al., 2016)

and InceptionResNetV2 (Szegedy et al., 2017). We considered other architectures such as VGG16

(Simonyan and Zisserman, 2014), VGG19 (Simonyan and Zisserman, 2014) and EfficientNetB7 (Tan and

Le, 2019), but found that they performed poorly and inconsistently on our datasets during our preliminary

analysis and we therefore did not train them in the final pipeline. For each architecture, we removed the

top layers initially used to predict the 1,000 different ImageNet images categories. We refer to this

truncated model as the “base CNN architecture”.

We added to the base CNN architecture what we refer to as a “side neural network”. A side neural

network is a single fully connected layer of 16 nodes, taking the sex and the ethnicity variables of the

participant as input. The output of this small side neural network was concatenated to the output of the

base CNN architecture described above. This architecture allowed the model to consider the features
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extracted by the base CNN architecture in the context of the sex and ethnicity variables. For example, the

presence of the same anatomical feature can be interpreted by the algorithm differently for a male and for

a female. We added several sequential fully connected dense layers after the concatenation of the outputs

of the CNN architecture and the side neural architecture. The number and size of these layers were set as

hyperparameters. We used ReLU (Agarap, 2018) as the activation function for the dense layers we added,

and we regularized them with a combination of weight decay (Bos and Chug, n.d.; Krogh and Hertz,

1992) and dropout (Srivastava et al., 2014), both of which were also set as hyperparameters. Finally, we

added a dense layer with a single node and linear activation to predict age.

Compiler

The compiler uses gradient descent (Bottou et al., 2018; Ruder, 2016) to train the model. We treated the

gradient descent optimizer, the initial learning rate and the batch size as hyperparameters. We used mean

squared error [MSE] as the loss function, root mean squared error [RMSE] as the metric and we clipped

the norm of the gradient so that it could not be higher than 1.0 (Zhang et al., 2019).

We defined an epoch to be 32,768 images. If the training loss did not decrease for seven consecutive

epochs, the learning rate was divided by two. This is theoretically redundant with the features of

optimizers such as Adam, but we found that enforcing this manual decrease of the learning rate was

sometimes beneficial. During training, after each image has been seen once by the model, the order of the

images is shuffled. At the end of each epoch, if the validation performance improved, the model’s weights

were saved.

We defined convergence as the absence of improvement on the validation loss for 15 consecutive epochs.

This strategy is called early stopping (Prechelt, 1998) and is a form of regularization. We requested the
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GPUs on the supercomputer for ten hours. If a model did not converge within this time and improved its

performance at least once during the ten hours period, another GPU was later requested to reiterate the

training, starting from the model’s last best weights.

Training, tuning and predictions

Data splitting

We split the 676,787 samples into ten data folds, while keeping all samples from the same participant in

the same fold. To ensure this, we split the 502,211 participants’ ids (referred to by UKB as “eid”) into ten

different buckets of the same size. To generate ten folds for each sub-dataset (e.g. autorefraction

biomarkers), we took the intersection of the samples in each of the ten folds with the samples for which

the sub-dataset data was available. This method had however one important loophole, which is that we

could not guarantee that the folds for the sub-datasets would be balanced. For example, autorefraction

biomarkers were only recorded for 120,000 out of the 500,000 participants. Since the 500,000 participants

are split into ten folds, a fold contains approximately 50,000 participants. Although unlikely, we could

therefore not guarantee that all or most of the autorefraction samples would be attributed to the three first

data folds, leading to highly unbalanced folds for the autorefraction analysis. Unbalanced folds can lead to

problems during the cross-validation (see further below), as models trained on a smaller number of

samples will tend to generalize worse. One solution would have been to use a different split for each

dataset, but this would have generated problems when building the ensemble models fold by fold (see

Methods - Models ensembling). To mitigate this issue of unbalanced data folds, we developed the

following heuristic. We randomly split the 502,211 participants into ten folds, 1,000 times. For each of

these 1,000 splits, we computed for each sub-dataset the variance of the percentages of samples in each
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fold. We then scored each of the 1,000 splits using the maximum of the variance among the different

sub-datasets. For example, if the autorefraction samples were not evenly split for the ith split out of the

1,000 splits (e.g. fold 1: 55% of the samples, every other fold: 5% of the samples), the variance of the

sample proportions would be high, which would yield a poor score for the ith split. Finally, we selected

the split with the lowest score as the final split for the main dataset, and for all the sub-datasets. This

selected split had a score of 5.8e-4, which means that the most unbalanced sub-dataset had a variance in

its sample size proportion between its ten folds of 5.8e-4.

Scalar data

Nested cross-validation

Cross-validation is a method to tune the regularization of models and prevent overfitting (Kohavi and

Others, 1995). For the models inputting scalar data (Figure 1A in green), we tuned the hyperparameters

and generated a testing prediction for each sample using a nested 10x9-folds cross-validation. We refer to

the two nested cross-validations as the “outer” and the “inner” cross-validations. The outer-cross

validation is used to generate an unbiased testing prediction for each sample, as opposed to a simple split

of the data into a “training+validation” set on one hand, and a testing set on the other hand, which would

only generate a testing prediction for one tenth of the dataset. The inner cross-validation is used to tune

the hyperparameters more precisely, leveraging the full inner cross-validation dataset as a validation set,

as opposed to a simple data split of the “training+validation” dataset into a training and a validation sets,

which would only use one data fold as the validation set to estimate the performance associated with a

specific combination of hyperparameters. The nested cross-validation is illustrated in Table S33.
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Bayesian hyperparameters optimization

To tune the hyperparameters, we used the Tree-structured Parzen Estimator Approach (Bergstra et al.,

2011) [TPE] of the hyperopt python package (Bergstra et al., 2013a). TPE is a sequential Bayesian

hyperparameters optimization method that iteratively suggests the next most promising hyperparameters

combination as a function of the hyperparameters combinations that have already been tested, by building

a probabilistic representation of the objective function. We set the number of iterations to 30. For each

model, 30 different hyperparameter combinations are iteratively tested before selecting the best

performing one. The hyperparameters names and their ranges defining the hyperparameters space can be

found in Table S32. It might be of interest to other researchers that we initially tuned the hyperparameters

using a random search (Bergstra and Bengio, 2012) with the same number of iterations, and we did not

observe a significant improvement in the model’s performance after implementing the Bayesian

hyperparameters optimization.

Example

For the sake of clarity, let us walk through a concrete example, which is illustrated in Table S33. Suppose

we want to generate unbiased predictions for every sample in a dataset using an elastic net. First, let us

generate the testing prediction for the data fold F9, which is performed by the first fold of the outer

cross-validation (outer cross-validation fold 0). We select the data fold F9 out of the ten data folds as the

testing fold, and we select the remaining nine data folds as “training+validation” folds for the inner

cross-validation. We scale and center the target (age) and the predictors using the mean and standard

deviation values of the variables on the “training+validation” dataset. We then enter the first inner-cross

validation.

52

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted August 1, 2022. ; https://doi.org/10.1101/2021.06.24.21259471doi: medRxiv preprint 

https://paperpile.com/c/YunL5L/fT4fe
https://paperpile.com/c/YunL5L/fT4fe
https://paperpile.com/c/YunL5L/nKCtb
https://paperpile.com/c/YunL5L/eqrka
https://doi.org/10.1101/2021.06.24.21259471
http://creativecommons.org/licenses/by-nc/4.0/


For the first inner cross-validation fold, we select the data fold F8 as the validation set, and the remaining

eight “training+validation” data folds as the training set. We re-scale and center age and the predictors in

the training and the validation sets using the mean and standard deviation values of the training set. We

train the model on the eight training data folds with the first hyperparameters combination sampled by the

TPE algorithm (one value for alpha and one value for l1_ratio) and generate validation predictions on the

validation fold (data fold F8), which we unscale. This completes the first of the nine inner

cross-validation folds (Inner CV fold 0). We then permute the nine inner data folds. We scale the age and

the predictors using the mean and standard deviation computed on the new training set. Then we train the

model with the same first combination of hyperparameters on eight data folds, leaving aside the data fold

F9 (still being used as the testing set for the outer cross-validation) and the data fold F7 (now being used

as the validation set for the inner cross-validation). We then use the new trained model to generate

validation predictions on the data fold F7, which we unscale. This completes the second of the nine

inner-cross validation folds (Inner CV fold 1). We then reiterate these inner permutation and training

processes seven more times, until every data fold in the nine “training+validation” data folds is used as

the validation set once. At this point, we concatenate the validation predictions from these nine validation

folds to obtain the overall validation predictions associated with the first hyperparameters combination,

and compute the associated performance metric (e.g. RMSE). This completes the inner-cross validation

for the first hyperparameters combination.

We then perform the same 9-folds inner cross-validation, this time with the second hyperparameters

combination suggested by the TPE algorithm. We iterate this process 28 more times, until 30 different

hyperparameters combinations have iteratively been tested. Next, we select the hyperparameter

combination that yielded the best validation performance (e.g. minimum RMSE), and we retrain a model
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on the whole nine “training+validation” data folds (all data folds except for data fold #1), using this best

performing hyperparameters combination. This completes the first inner cross-validation.

We then use the model to generate unbiased predictions on the unseen testing set (data fold F9) and record

these predictions. By anticipation for the ensembling algorithm (see Methods - Models ensembling) we

also need to compute validation predictions on the data fold F8. We do this by training a model on all the

data folds aside from the validation fold (data fold F8) and the testing fold (data fold F9), with the

selected hyperparameters combination. We then use this trained model to compute predictions on the

validation fold (data fold F8) and record these predictions, after unscaling them. This completes the first

of the ten outer cross-validation folds (outer cross-validation 0).

We then complete the second outer cross-validation fold (outer cross-validation 1), this time using the

data fold F8 as the testing dataset, to obtain unbiased testing predictions on this data fold, as well as

validation predictions on the data fold F7. We reiterate the process eight more times to obtain the testing

and validation predictions on the remaining data folds. We then concatenate the testing predictions from

the ten data folds to obtain our final testing predictions for the model. Similarly, we concatenate the

validation predictions from the ten data folds to obtain our final testing predictions for the model, which

will later be used during ensemble models building and model selection (see Methods - Models

ensembling).

The final validation and testing predictions for each data fold are therefore not necessarily associated with

the same hyperparameters combination. It is also important to notice that we performed a single outer

cross-validation, but that we performed a separate inner-cross validation for each outer cross-validation

fold (hence the word “nested”), for a total of ten inner cross-validations per outer cross-validation fold.
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Images

Hyperparameters tuning upstream of the cross-validation

The hyperparameters we tuned were the number of added fully connected dense layers, the number of

nodes in these layers, their activation function, the optimizer, the initial learning rate, the weight decay,

the dropout rate, the data augmentation amplitude and the batch size. Repeatedly tuning the values of the

hyperparameters for different deep neural networks architectures and on the different cross-validation

folds would have been prohibitively time and resource consuming. Instead, we sequentially explored how

each hyperparameter was affecting the training and validation performances for a single architecture

(InceptionV3) on a single cross validation fold (fold #0, see Methods - Training, tuning and predictions -

Images - Cross-validation for the detailed description of the cross-validation). We then extrapolated the

hyperparameter values to the other architectures, datasets and cross-validation folds. The hyperparameters

combinations tested during the tuning can be found in Table S34.

First, we maximized the batch size for each architecture. The maximum number of images per batch

depends on the memory of the GPU and the size of the architecture, which itself depends on the

dimensions of the image. We used a batch size of 32 for InceptionV3 and 8 for InceptionResNetV2.

Then, we tested the learning rates, including 1e-6, 1e-5, 1e-4, 1e-3, 1e-2 and 1e-1. We observed that

learning rates larger than 1e-4 prevented the model from converging for some runs. Second, we did not

observe significant differences between the results obtained with learning rates smaller than 1e-4. We

therefore set the initial learning rate to be 1e-4 for all models to shorten the time to convergence while

ensuring that the learning rate was small enough to allow convergence and the finding of a local minima

for the loss function.
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Then we tested three different optimizers to perform the gradient descent: Adam (Kingma and Ba, 2014),

Adadelta (Zeiler, 2012) and RMSprop (Hinton, n.d.). We did not observe any significant differences

between the optimizers, so we set the optimizer to be Adam.

We then added different numbers of fully connected layers between the base CNN and side CNN’s

concatenated outputs and the final activation layer. We set the number of nodes to be 1,024 in the first

added layer and then decreased the number of nodes by a factor of two for each successive layer. For

example, if we added three fully connected layers, the number of nodes was 1024, 512 and 256. We added

zero, one and five layers. We did not observe significant differences in the performance of the different

architectures, so we set the number of fully connected layers to one.

We then tested powers of two from 16 to 2,048 as the number of nodes in this single layer. We did not

observe significant differences between these architectures, so we set the number of nodes to be 1,024 to

keep the number close to the initial number of nodes in the imported CNN architectures, as these were

initially used to perform classification between 1,000 categories.

We tested two different activation functions for the activation functions of the fully connected layers we

added in the side neural network and before the final linear layer. We did not observe any significant

differences between the rectified linear units [ReLU] (Nair and Hinton, 2010) and the scaled exponential

linear units [SELU] (Klambauer et al., 2017) as activation functions, so we used the more common ReLU.

We then tested different levels of data augmentation. We introduced a hyperparameter that we called “data

augmentation factor”. The data augmentation factor modulates the amount of variation introduced by the
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data augmentation, while preserving the ratio between the different transformations. For example, a data

augmentation factor of one is equivalent to the default data augmentation (see Preprocessing - Data

augmentation - Images), but a data augmentation factor of two will double the ranges of the possible

values sampled and the expected values for the vertical shift, the horizontal shift, the rotation and the

zoom on the original images. We tested the following values for the data augmentation factor: 0, 0.1, 0.5,

1, 1.5 and 2. We found that different values for the data augmentation factor hyperparameter yielded

similar results, as long as the data augmentation factor was not zero. We therefore set the data

augmentation factor to be one when training the final models.

We then tuned the dropout rate for the fully connected layers we added. We tested the following values: 0,

0.1, 0.25, 0.3, 0.5, 0.75, 0.9 and 0.95. We observed that a dropout rate of 0.95 led to underfitting and that

smaller values reduced overfitting on the training set but without improving the validation performance.

As a consequence, we used a dropout rate of 0.5.

Finally, we tuned the weight decay. We tested the following values: 0, 0.1, 0.2, 0.3, 0.4, 0.5, 1, 5, 10 and

100. For the larger datasets, we found that weight decay values as low as 0.4 could lead to underfitting.

We found that lower weight decay values reduced overfitting on the training set without significantly

improving the validation performance. We set the weight decay to 0.1.

Altogether, we found that hyperparameter tuning had little effect on the validation performance as long as

extreme hyperparameters values were not selected.

Cross-validation

Training deep convolutional neural networks on images and videos is too time and resource consuming to

perform a nested cross-validation. Therefore, we tuned the hyperparameters during the preliminary
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analysis, as described above. After hyperparameters tuning, we performed a simple outer cross-validation

to obtain a testing prediction for each sample of the datasets, but we replaced the inner cross-validation

with a simple split between the training fold and the validation fold (Table S35). Although the

hyperparameters were already tuned, a validation set was still required for two reasons: (1) to perform

early stopping (Prechelt, 1998), a form of regularization. (2) to generate a set of validation predictions that

are necessary for efficient ensemble building (see Methods - Models ensembling) and model selection.

During the cross-validation, we scaled and centered the target variable (chronological age) as well as the

side predictors (sex and ethnicity) around zero with a standard deviation of one, using the training

summary statistics. Scaling the target and the input helps prevent the issues of exploding and vanishing

gradients (Hochreiter, 1991; Hochreiter et al., 2001).

Cross-validation example

For the sake of clarity, let us walk through an example. Let us say that we want to generate unbiased

predictions for every sample in a dataset using a CNN. First, we select the data fold #0 as the validation

set, the data fold #1 as the testing set, and the remaining data folds (#2-9) as the training set. Then we

scale and center the target (age), and the side predictors (sex and ethnicity) using the training mean and

standard deviation: for each of the variables, we subtract the training mean to the variable on both the

training, the validation and the testing set, and we divide it by the training standard deviation. We then

train the model on the training set until convergence and select the architecture’s parameters (also known

as “weights”) associated with the epoch that yielded the lowest validation RMSE. We then use the optimal

weights to generate validation predictions for the data fold #0 and testing predictions on the data fold #1.

Finally, we unscale the validation and testing predictions by multiplying them by the initial age training

standard deviation before adding the initial age training mean to them. This completes the first

cross-validation fold.
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We then reiterate the process, this time using the data fold #1 as the validation set, the data fold #2 as the

testing set, and the remaining data folds (#0 and #3-9) as the training set. We use the optimized weights to

generate the validation predictions on the data fold #2, and the testing predictions on the data fold #3. We

unscale the validation and testing predictions. This completes the second cross-validation fold. We

reiterate the process eight more times to complete the cross-validation. We then concatenate the validation

predictions from the ten data folds to obtain the final validation predictions, and the testing predictions

from the ten data folds to obtain the final testing predictions.

Generating average predictions for each participant

We generated an average prediction for each individual, reported to UKB’s instance 0. We walk through

an example. Let us assume a participant had two autorefraction samples collected from them in instances

2 and 3, respectively at age 70 and 80. Let us assume that the age predictions were respectively 64 and 78,

so the residuals are respectively -6 years and -2 years, for an average of -4 years. However, we still need

to take into account the bias in the residuals, defined as the difference between the participant’s

chronological age and the prediction. As explained in more details under Methods - Biological age

definition, we observed a bias in the residuals as a function of chronological age. Participants on the

younger end of the chronological age distribution tend to be predicted older than they actually are,

whereas participants on the older end of the distribution tend to be predicted younger than they actually

are. We need to properly account for this bias when translating a prediction from a more recent instance to

an older instance. Let us assume that the average bias in the residuals for participants who are 70 and 80

years old is respectively -2 years and -4 years. After correcting for this bias, the predictions are now

respectively 64-(-2)=66 and 78-(-4) = 82. Therefore, the corrected residuals for this participant are

respectively -4 years and +2 years, for an average of -1 years. Finally, let us assume that the participant
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was 60 years old in instance 0. We will assign a single prediction of 60-1=59 years to the participant, but

we still need to un-correct for the bias in residuals. Let us assume that the average bias for the residuals at

age 60 is +5 years. We will assign a final prediction for the participant of 59+5=64 years. This new set of

predictions reported on the instance 0 is more likely to have a non-zero sample size overlap with other

predictors based on datasets collected on instance 0 (e.g. OCT images) and can therefore be leveraged by

the ensemble builder.

A key point we would like to highlight here is that we did not actually correct for the bias in the residuals

at this step of the pipeline. Instead, we corrected then un-corrected the predictions that we translated from

different instances to the instance 0. The actual correction for the residual biases takes place when

defining the biological age phenotypes (see Methods - Biological age definition).

To distinguish between raw predictions on the instance 0, and the average predictions reported to the

instance 0, we created a new instance which we named instance “*”. We refer to these predictions as

“participants predictions”, as opposed to “samples predictions”.

Genome-wide association study of eye aging

We used the average accelerated aging value over the different samples collected over time (see

Supplementary Methods - Generating average predictions for each participant). Next, we performed

genome wide association studies [GWASs] in each eye dimension using BOLT-LMM (Loh et al., 2018,

2015b) and estimated the the SNP-based heritability for each of our biological age phenotypes, and we

computed the genetic pairwise correlations between dimensions using. We used the v3 imputed genetic

data to increase the power of the GWAS, and we corrected all of them for the following covariates: age,

sex, ethnicity, the assessment center that the participant attended when their DNA was collected, and the
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20 genetic principal components precomputed by the UKB. We used the linkage disequilibrium [LD]

scores from the 1,000 Human Genomes Project (Consortium and The 1000 Genomes Project Consortium,

2015). To avoid population stratification, we performed our GWAS on individuals with White ethnicity.

Identification of SNPs associated with accelerated eye aging

We identified the SNPs associated with accelerated eye aging dimensions using the BOLT-LMM (Loh et

al., 2018, 2015b) software (p-value of 5x108). The sample size for the genotyping of the X chromosome is

one thousand samples smaller than for the autosomal chromosomes. We therefore performed two GWASs

for fundus and OCT aging, where we (1) excluding the X chromosome, to leverage the full autosomal

sample size when identifying the SNPs on the autosome and (2) including the X chromosome, to identify

the SNPs on this sex chromosome. We then concatenated the results from the two GWASs to cover the

entire genome, at the exception of the Y chromosome.

We used the FUnctional Mapping and Annotation (FUMA) tool for identifying the independent loci of the

GWAS results and mapping them to their closest genes (Watanabe et al., 2017) as we recently performed

in a prior study on another organ dimension (Le Goallec et al., 2022). Specifically, we identify (1) the loci

associated with each of the traits, and the (2) nearest protein coding genes. We have also provided public

links to the FUMA analyses, located here:   . Briefly, to identify the significant locus, SNPs are filtered that

have a GWAS-level of significance (in our study, p < 5e-8). SNPs that are GWA-significant and have a r2

greater than 0.6 are candidate SNPs for a locus; other SNPs are considered independent. The SNP with

the lowest p-value and independent of other SNPs at a r2 less than 0.1 is the “lead SNP”. We report the

lead SNP and the number of other SNPs in linkage with the lead SNP. Next, to identify closest protein

coding genes, FUMA uses ANNOVAR(Wang et al., 2010), to positionally map SNPs.
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We conducted a few steps for GWAS quality control (QC). First, we restricted the GWAS to have INFO

scores greater than 0.3 and minor allele frequency of 0.001. The INFO score measures the certainty of the

imputation and ranges from 0 (zero certainty) to 1. Imputation was performed by UK Biobank. Second,

we estimated the lambda GC in different bins of the INFO and minor allele frequency spectrum.

Heritability and genetic correlation

We estimated the heritability of the accelerated aging dimensions using the BOLT-REML (Loh et al.,

2015a) software. We included the X chromosome in the analysis and corrected for the same covariates as

we did for the GWAS. Using the same software and parameters, we computed the genetic correlations

between accelerated aging in the two image-based eye dimensions.

We computed the genetic correlation between age-related macular degeneration [AMD] and accelerated

eye aging in each eye dimension in two ways. First, we directly leveraged the AMD cases in the UKB

cohort (union of field IDs 6148-5 and ID20002-1528; 5,000 AMD-positive participants out of 502,000) to

compute the correlation from participant’s data with BOLT-REML. The limitation of this method is the

small sample size of AMD-positive participants in UKB, especially after taking the intersection with

participants for which eye images were collected (effective sample size ~500 for general eye aging).

Second, we used LD score regression [LDSC] (B. Bulik-Sullivan et al., 2015; B. K. Bulik-Sullivan et al.,

2015) and AMD GWAS summary statistics (Winkler et al., 2020). The limitation of this second approach

is that it tends to underestimate heritability since it cannot leverage the full information at the participant

level.
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Non-genetic correlates of accelerated eye aging

Each variable was (1) We define as biomarkers the scalar variables measured on the participant, which we

initially leveraged to predict age (e.g. blood pressure, Table S10). (2) We define clinical phenotypes as

other biological factors not directly measured on the participant, but instead collected by the

questionnaire, and which we did not use to predict chronological age. For example, one of the clinical

phenotypes categories is eyesight, which contains variables such as “wears glasses or contact lenses”,

which is different from the direct refractive error measurements performed on the participants, which are

considered “biomarkers” (Table S13). (3) Diseases include the different medical diagnoses categories

listed by UKB (Table S16). (4) Family history variables include illnesses of family members (Table S19).

(5) Environmental variables include alcohol, diet, electronic devices, medication, sun exposure, early life

factors, medication, sun exposure, sleep, smoking, and physical activity variables collected from the

questionnaire (Table S22). (6) Socioeconomic variables include education, employment, household, social

support and other sociodemographics (Table S25).

Interpretability of the predictions

Scalar data-based predictors

For elastic nets, we interpreted the models using the values of the regression coefficients. Large absolute

values for these coefficients means they played an important role when generating the predictions. For

gradient boosted machines we used the feature importances, which are based on the number of times a

tree selected each of the variables. Variables with high feature importances were selected more often and

are therefore likely to play a key role in predicting chronological age. For neural networks, we estimated

the importance of each feature by permuting it randomly between samples before computing the
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performance of the model. The score of each feature is the difference between the R-Squared value before

and after the random permutations. Features whose random permutation leads to a large decrease in the

model’s performance are estimated to be important predictors of chronological age.

We estimated the concordance between the three different algorithms by computing the Pearson and the

Spearman correlations between their feature importances.

Image-based predictors

To interpret the CNNs built on images, we first used saliency maps (Alqaraawi et al., 2020), which we

coded using the keract python library. For each input sample, a saliency map uses the gradient of the final

prediction with respect to each individual input pixel to estimate whether changing the value of this pixel

would affect the prediction. Pixels for which the gradient is close to zero are not important, whereas

pixels with a large gradient are estimated to be important.

We then built a second attention map using a custom version of the Gradient-weighted Class Activation

Mapping [Grad-CAM] algorithm (Selvaraju et al., 2017) adapted to regression rather than multi-class

classification: Gradient-weighted Regression Activation Mapping [Grad-RAM]. The intuition behind

Grad-CAM maps is that they are similar to saliency maps (Selvaraju et al., 2017), but instead of

computing the gradient with respect to the input image, they compute it with respect to the activation of

the last convolutional layer. As convolutional layers maintain the spatial organization of the input image,

Grad-CAM can still identify which region of the image is driving the predictions. Because Grad-CAM

does not have to backpropagate the gradient all the way back to the input image, it is considered a less

noisy alternative to the saliency maps. In the same way that saliency maps need to combine the attention

maps generated in the different input channels (e.g. RGB) into a single activation map, Grad-CAM must
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combine the attention maps generated on the different filters of the last convolutional layer. For example,

the last convolutional layer for InceptionResNetV2 has 1,792 filters. Grad-CAM combines these 1,792

attention maps into a single attention map using a linear combination. In the initial Class Activation

Mapping [CAM] algorithm (Zhou et al., 2016), generating CAM activation maps required to retrain the

model after modifying the architecture and replacing all the fully connected layers after the final

convolutional layer with a global max pooling operation, which converted each filter into a scalar feature.

The intuition behind this substitution was that each filter could be interpreted as detecting a specific

feature, and global max pooling yielded a scalar that could be interpreted as the presence (high value) or

absence (low value) of the feature anywhere on the image. The scalar values were then linearly combined

and activated using the softmax function to yield the probabilities of belonging to different classes. To

obtain the activation map for a specific class, the filters of the last convolution layer were linearly

combined using the weights connecting the scalar features obtained after the max pooling operation to the

final prediction score for that class. CAM was later improved to become Grad-CAM (Selvaraju et al.,

2017). Grad-CAM saves the need for modifying the architecture of the model and retraining it by

approximating the linear regression weight for each final convolutional filter by the mean activation

gradient over the pixels of the filter. The intuition behind this approximation is that a filter’s pixel is

important if changing its value affects the final prediction, so a high average gradient over the pixels of

the filter justifies that this filter should be given a higher weight when merging all the filters into a single

attention map. To adapt Grad-CAM to our regression task we (1) computed the derivatives of the

chronological age prediction rather than a class’ prediction and (2) removed the ReLU activation applied

to the weighted sum of the last convolutional filters, which we replaced by an absolute value. The

rationale is that for (Grad-)CAM maps, we only want to highlight the regions of the picture which are

associated with a high probability for the class. In contrast, for (Grad-)RAM we care as much about the

regions of the input image that can strongly increase the chronological age prediction as about the regions
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that can strongly decrease it. Because the filters in the last convolutional layer are the result of the

processing of the input image by several convolutional layers with possibly negative weights, the sign of

the last convolutional layer’s pixels and regression weights cannot be linked to either accelerated aging or

decelerated aging, only to the magnitude of the shift that would affect the prediction if each region of the

input image was modified. Regression Activation Mapping (RAM) was mentioned as a possible extension

of CAM in the original CAM publication (Zhou et al., 2016) and has been used to interpret models CNNs

built on retinal images (Wang and Yang, 2017) and cortical surfaces (Duffy et al., 2019), but we are to our

knowledge the first to describe the generalization of Grad-CAM to a regression task. One notable

difference between our implementation and Wang and Yang.’s implementation (Wang and Yang, 2017) is

that we are taking the absolute value of the final attention map, as mentioned above. We found that not

taking the absolute value led to misleading attention maps for participants with high chronological age

predictions. The attention map highlights important areas with negative values, which are therefore

depicted in blue, a color otherwise associated with unimportant regions in traditional CAMs. Inversely,

regions on the input image for which the attention map has a slight positive value are spuriously

considered to be the most important and are highlighted in red. We therefore advise that RAM or

Grad-RAM be implemented using an absolute value. We coded Grad-RAM using the get_activations and

get_gradients_of_activations functions of the keract python library.

It is important to understand that unlike the feature importances described under “Scalar data-based

predictors”, which describe the model itself, attention maps are sample specific. In other words, they can

be used to explain which features drove the predictions for a specific inputted sample but cannot provide

an explanation for the way the model is performing predictions in general.
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For each aging subdimension, we generated the attention maps for the best performing CNN architecture.

We selected representative samples for which we computed the different attention maps. We computed

attention maps for the two sexes (female and male), for three age ranges (ten youngest ages, ten middle

ages and ten oldest ages of the chronological age distribution) and for three aging rates (accelerated agers,

normal agers, decelerated agers). For each intersection of the three categories listed above, we selected

the ten most representative samples (e.g. the ten most accelerated agers among young males). The figures

in this paper only present the first, most representative of these ten samples. The complete set of samples

can be found on the website.

Non-genetic correlates of accelerated aging

Unlike DNA, biomarkers, phenotypes, diseases, family history, environmental variables and

socioeconomics can change over life. As a consequence, we compared each biomarker, phenotype and

environmental variable with the accelerated aging of the participant at the time the exposure was

measured and we used the “Samples predictions”, as opposed to the “Participants predictions” that we

used for the identification of genetic correlates (see Methods - Models ensembling - Generating average

predictions for each participant).

Imputation of the non-genetic X-variables

Most X-variables were not collected on all four instances. Additionally, no X-variables were collected at

the same time as the accelerometer data was collected. To identify the non-genetic correlates of

accelerated aging, we had to impute the values of the X-variables for the ages of the participants for

which they were not available. We considered two imputation methods, which we refer to as the

“cross-sectional” and the “longitudinal” imputations.
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For the cross-sectional imputation, we computed a linear regression for each X variable as a function of

age, adjusting for sex. We then used the slope of the linear regression to extrapolate the value of the

XWAS variable at different ages.

For the longitudinal imputation, we first selected, for each X variable, all the participants that had at least

two measures taken for this X variable. We then performed a linear regression for each participant. We

then averaged the slope of the linear regressions over all the participants of the same sex. Finally, we used

this slope to extrapolate the value of the XWAS variable at different ages for all participants depending on

their sex, in the same way we did it for the cross-sectional imputation.

It is important to notice that for both the cross-sectional imputation and the longitudinal imputation, data

can only be imputed when the XWAS variable has been measured at least once for the participant. This

raw measure is then used to extrapolate which value the X variable was likely taking a couple years

earlier and/or later.

The advantage of the cross-sectional imputation is larger sample sizes. The advantage of the longitudinal

method is that it corrects for generational effects. For example, old people have shorter legs than young

people on average (Le Goallec and Patel, 2019). This is not because human legs shrink as we grow older.

Instead, people who are old today already had shorter legs when they were young. If the cross-sectional

regression is used to impute the length of the participants on instances where it was not measured, it will

spuriously assign smaller values to the older samples. In contrast, the longitudinal regression learns the

regression coefficient by comparing each participant to themselves as they age and will therefore not

capture the generational effect. When used to predict the participants legs’ length, it will impute constant

values over time. To evaluate which of the two imputation methods should be preferred, we used them to
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predict X-variables for which we knew the actual values and computed the R-Squared values associated

with the predictions. We found that, even with sample sizes as small as 200 samples, longitudinal

imputation outperformed cross-sectional imputation. We therefore used longitudinal imputation.

X-Wide Association Studies

First, we tested for associations in an univariate context by computing the partial correlation between each

X-variable and eye aging dimensions. To compute the partial correlation between an X-variable and an

aging, we followed a three steps process. (1) We ran a linear regression on each of the two variables,

using age, sex and ethnicity as predictors. (2) We computed the residuals for the two variables. (3) We

computed the correlation between the two residuals and the associated p-value if their intersection had a

sample size of at least ten samples. We used a threshold for significance of 0.05 and corrected the

p-values for multiple testing using the Bonferroni correction. We plotted the results using a volcano plot.

We refer to this pipeline as an X-Wide Association study [XWAS].

In the supplementary tables and the results, we rank the X-variables subcategories by decreasing

percentage of variables associated with accelerated aging (note that the ranking is therefore biased

towards categories with fewer variables). For each subcategory, we list the three most associated

variables, based on the absolute value of the correlation coefficient. For the exhaustive list, please refer to

https://www.multidimensionality-of-aging.net/xwas/univariate_associations.

Prediction of accelerated eye aging

We leveraged the pipeline we built to predict chronological age as a function of scalar biomarkers to

predict accelerated aging for the different eye aging dimensions as a function of the biomarkers, clinical

phenotypes, diseases, family history, environmental and socioeconomic variables. We leveraged the same
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pipeline to identify which features were driving the predictions. We built a model for each X-variables

subcategory (Table S10, Table S13, Table S16, Table S19, Table S22, Table S25).

X-Correlations between the eye aging dimensions

X-Correlations based on the XWAS results

For the sake of clarity, let us walk through an example. We want to compute the environmental correlation

between accelerated fundus-based and OCT-based eye aging. The XWAS generates a vector whose

components are the partial correlations between the accelerated aging phenotype and each environmental

variable, for both fundus-based and OCT-based eye aging. We compute three different Pearson

correlations between these two partial correlation vectors. (1) The “All” correlation, using all the

components of the two vectors; this correlation tends to be inflated by the large number of X-variables

whose correlation with both accelerated aging dimensions is close to zero. (2) The “Intersection”

correlation, using only the environmental variables that were significantly associated with both of the

accelerated aging dimensions;because the cardinality of the intersection can be small, a small number of

X-variables can yield very high or very low correlations. (3) The “Union” correlation, using only the

environmental variables that were significantly associated with at least one of the two accelerated aging

dimensions; the “Union” correlation represents a compromise between the “All” and the “Intersection”

correlations. The figures in this paper were generated using the “Union” correlation, but all three

correlations can be explored on the website.

X-Correlations based on the feature importances

We then computed the correlations between the feature importances for different accelerated aging

dimensions to estimate the X-correlation between the different dimensions. We used the same method as

described above under “X-Correlations based on the XWAS results”, replacing the coefficient obtained
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for each X-variable in a univariate context (using partial correlation with accelerated aging) with the

coefficient obtained in a multivariate context (as an accelerated aging predictor in a multivariate model).
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Supplementary Figures

Figure S1: Demographics of the UK Biobank cohort
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Figure S2: Attention map samples for fundus image-based models

Warm filter colors highlight regions of high importance according to the Grad-RAM map. Missing images

are left as a white space.
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Figure S3: Attention map samples for OCT image-based models

Warm colors highlight regions of high importance according to the Grad-RAM map.
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Figure S4: Correlation between fundus-based and OCT-based accelerated eye aging in terms of

associated biomarkers, clinical phenotypes, diseases, family history, environmental and

socioeconomic variables
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Figure S5: Sample preprocessed left and right eye fundus images

The participant is a 45-50-year-old male.
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Figure S6: Preprocessing of eye OCT images: raw image
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Figure S7: Preprocessing of eye OCT images: detection of the upper surface

Figure S8: Preprocessing of eye OCT images: computation of the curvature of the upper surface
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Figure S9: Preprocessing of eye OCT images: detection of image with the maximal curvature after

applying the Savitzky–Golay filter

mc stands for maximal curvature.

Figure S10: Preprocessing of eye OCT images: raw image vs. cropped image
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Figure S11: Sample preprocessed OCT left and right eyes images

The participant is a 60-65-year-old male.

Figure S12. Observed -log10(pvalue) vs. expected -log10(pvalue) for A. fundus-based aging and B.

OCT-based aging.
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Figure S13. Lambda genetic control versus INFO score. We did not observe higher lambda at poorer

imputation quality (or lower INFO score).
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Figure S14. Locus zoom plot of variants around the rs7605824 locus. FAM150B is the closest gene.

Figure S15. Locus zoom plot of variants around the rs55742348 locus. SH3YL1 is the closest gene.
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Supplementary Tables

For “See supplementary data”, please refer to:

https://www.dropbox.com/s/px2re5qw9n11htt/Supplementary%20data.zip?dl=0

Table S1: Comparison between the models trained on scalar features

Eye
dimension

Number of Predictors
(non-demographics)

ElasticNet
(R-Squared)

LightGBM
(R-Squared)

NeuralNetwork
(R-Squared)

Autorefraction 35 0.163±0.006 0.289±0.005 0.247±0.008

Acuity 8 0.116±0.007 0.155±0.005 0.148±0.005

Intraocular
Pressure

8 0.062±0.004 0.069±0.004 0.065±0.004

All 51 0.250±0.004 0.358±0.006 0.308±0.024

Table S2: Feature importances for the models built on all scalar features

See supplementary data: https://www.dropbox.com/s/px2re5qw9n11htt/Supplementary%20data.zip?dl=0

Table S3: Feature importances for the models built on autorefraction scalar features

See supplementary data

Table S4: Feature importances for the models built on acuity scalar features

See supplementary data

Table S5: Feature importances for the models built on intraocular scalar features

See supplementary data
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Table S6: Pearson correlations between the feature importances for different scalar features-based

algorithms

Eye
subdimension

Correlation
Versus

ElasticNet

Correlation
Versus

LightGBM

Correlation
Versus

NeuralNetwork

ElasticNet
Versus

LightGBM

ElasticNet
Versus

NeuralNetwork

LightGBM
Versus

NeuralNetwork

Autorefraction 0.71 0.23 0.198 0.453 0.146 0.188

Acuity 0.803 0.61 0.541 0.878 0.394 0.147

Intraocular
Pressure

0.4 0.296 0.633 0.521 0.888 0.389

All Scalars 0.647 0.226 0.496 0.434 0.408 0.124

Table S7: Spearman correlations between the feature importances for different scalar

features-based algorithms

Eye
subdimension

Correlation
Versus

ElasticNet

Correlation
Versus

LightGBM

Correlation
Versus

NeuralNetwork

ElasticNet
Versus

LightGBM

ElasticNet
Versus

NeuralNetwork

LightGBM
Versus

NeuralNetwork

Autorefraction 0.745 0.154 0.323 0.397 0.304 0.295

Acuity 0.663 0.715 0.663 0.704 0.476 0.741

Intraocular
Pressure

0.228 0.503 0.751 0.524 0.442 0.67

All Scalars 0.641 0.226 0.488 0.317 0.424 0.302

Table S8: All Single Nucleotide Polymorphisms identified at GWAS-level of significance rsID,

chromosome, position (pos), minor allele frequency (MAF), beta coefficient, standard error, r2 (Linkage

Disequilibrium) with independent significant SNP, nearest gene, function of SNP.

Table S9: Genetic correlation between accelerated eye aging and age-related macular degeneration

Eye dimension BOLT-REML LD Score Regression

General .614±.421 .091±.076

Fundus .172±.142 .002±.071

OCT .263±.202 .138±.129

Table S10: List of biomarkers by subcategories for the Biomarkers Wide Association Study [BWAS]
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See supplementary data

Table S11: Biomarkers most associated with accelerated aging for each eye aging dimension

See supplementary data

Table S12: Biomarkers most associated with decelerated aging for each eye aging dimension

See supplementary data

Table S13: List of clinical phenotypes by subcategories for the Clinical Phenotypes Wide Association

Study [CWAS]

See supplementary data

Table S14: Clinical phenotypes most associated with accelerated aging for each eye aging dimension

See supplementary data

Table S15: Clinical phenotypes most associated with decelerated aging for each eye aging dimension

See supplementary data

Table S16: List of diseases by subcategories for the Diseases Wide Association Study [DWAS]

See supplementary data

Table S17: Diseases most associated with accelerated aging for each eye aging dimension

See supplementary data
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Table S18: Diseases most associated with decelerated aging for each eye aging dimension

See supplementary data

Table S19: List of family history variables by subcategories for the Family History Phenotypes Wide

Association Study [FWAS]

See supplementary data

Table S20: Family history variables most associated with accelerated aging for each eye dimension

See supplementary data

Table S21: Family history variables most associated with decelerated aging for each eye aging

dimension

See supplementary data

Table S22: List of environmental variables by subcategories for the Environmental Wide

Association Study [EWAS]

See supplementary data

Table S23: Environmental variables most associated with accelerated aging for each eye aging

dimension

See supplementary data

Table S24: Environmental variables most associated with decelerated aging for each eye aging

dimension
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See supplementary data

Table S25: List of socioeconomic variables by subcategories for the Socioeconomics Wide

Association Study [SWAS]

See supplementary data

Table S26: Socioeconomic variables most associated with accelerated aging for each eye aging

dimension

See supplementary data

Table S27: Socioeconomic variables most associated with decelerated aging for each eye aging

dimension

See supplementary data

Table S28: Exhaustive XWAS results - association between non-genetic factors and accelerated

aging in each eye dimension

See supplementary data

Table S29: Comparison between our eye age predictors and the literature in terms of prediction

performance

Eye
dimension

Our model Model(s) in the literature

R-Squared
(%)

RMSE
(years)

Sample
size

Age range
(years)

R-Squared
(%)

RMSE
(years) Algorithm Sample size Age range

(years) Authors

Fundus 76.6±0.2 3.97±0.01 160,038 39.2-79.1 74±1 3.26
(MAE)

CNN
(InceptionV3) 1,804,986

N/A. 56.9 ±
8.2 (mean

age)
Poplin et al.

OCT 70.1±0.2 4.44±0.01 173,695 39.2-73.7 NA 5.78
(MAE)

CNN
(ResNet18) 6,147 20-90 Chueh et al.

Iris N/A 64% (Classification Random 596; 596; 22-25 vs. 35+; Sgroi et al.;
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accuracy); 75%
(Classification
accuracy); 5-7

(MAE)

forest;
Ensemble;

CNNs
(AlexNet,

GoogLeNet)

2,130 24- vs. 25-60
vs. 61+; 3-74

Erbilek et al.;
Rajput and

Sable

Corner N/A 90.25 2.3
(MAE)

CNN
(Xception) 8,414 20-80 Bobrov et al.

Table S30: Image sizes after resizing

Eye dimension
Size before

resizing
Size after
resizing

Fundus 1388, 1388 316, 316

OCT 500, 512 312, 320

Table S31: Data augmentation hyperparameters for eye images

Dataset
Rotation

range
Horizontal shift percentage

range
Vertical shift percentage

range
Zoom
range

Fundus 20 0.02 0.02 0

OCT 30 0.1 0.2 0
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Table S32: Hyperparameter space for scalar features-based models Bayesian optimization

Algorithm Hyperparameter Scale Low High

Elastic
net

alpha loguniform -10 0

l1_ratio uniform 0 1

Gradient
Boosted
Machine

num_leaves quniform 5 45

min_child_samples quniform 100 500

min_child_weight loguniform -5 4

subsample uniform 0.2 0.8

colsample uniform 0.4 0.6

reg_alpha loguniform -2 2

reg_lambda loguniform -2 2

n_estimators quniform 150 450

Neural
network

learning_rate_init loguniform -5 -1

apha loguniform -6 3
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Table S33: Nested Cross-Validation pipeline
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Table S34: Hyperparameters tuning upstream of the cross-validation for images-based models

See supplementary data

Table S35: Outer Cross-Validation with inner split pipeline

The values displayed are validation RMSE values. Lower values are associated with better

hyperparameter tuning. When two values are displayed (value1/value2), the second value corresponds to

the training RMSE. The architecture used was InceptionV3, with an initial learning rate of 0.001. The

model was trained on the data folds 2-9, and validated on the data fold #0. The data fold #1 was set aside

as the testing set and was not used.

Data
Fold

N=
100

Outer CV
folds 0

Outer CV
folds 1

Outer CV
folds 2

Outer CV
folds 3

Outer CV
folds 4

Outer CV
folds 5

Outer CV
folds 6

Outer CV
folds 7

Outer CV
folds 8

Outer CV
folds 9

F0
N=
10

Train Train Train Train Train Train Train Train Validation Test

F1
N=
10

Train Train Train Train Train Train Train Validation Test Train

F2
N=
10

Train Train Train Train Train Train Validation Test Train Train

F3
N=
10

Train Train Train Train Train Validation Test Train Train Train

F4
N=
10

Train Train Train Train Validation Test Train Train Train Train

F5
N=
10

Train Train Train Validation Test Train Train Train Train Train

F6
N=
10

Train Train Validation Test Train Train Train Train Train Train

F7
N=
10

Train Validation Test Train Train Train Train Train Train Train

F8
N=
10

Validation Test Train Train Train Train Train Train Train Train

F9
N=
10

Test Train Train Train Train Train Train Train Train Validation
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