
SUPPLEMENTARY MATERIALS 
 

 

Supplementary Figure 1: Effect between image quality score (IQS) and fractal dimension. 

The contour plot evidences the joint distribution of a left and b right fractal dimension and image 

quality score. C The box plot illustrates the interocular fractal dimension difference at multiple IQS 

variation cases.  

 

 

Supplementary Figure 2: QQ plots for the GWAS. These plots illustrate the expected vs 

observed -Log(P-value) comparison obtained in a the left and b right Df GWAS. 



Supplementary Figure 3: Forest plots of Df-associated SNPs. These illustrate the effect of 

significant genetic variants (a rs16891982 b rs12203592 c rs12913832 d rs3138141) across UKB 

ancestries. 

Supplementary Figure 4: Genetic correlations between fractal dimension and associated 

traits. a Heatmap illustrating the direction and percentage of shared genomic regions, also 

indicated by the number. b Table describing genetic correlation estimates and its P-value 

 

 

 

 

 

 



Supplementary Figure 5: Traits and pathways sharing significant genetic effects with 

fractal. 



 

Supplementary Figure 6: Feature importance score of the MI models based on a random 

forest classifier. SBP device: Systolic blood pressure measured at baseline UKB assessment 

using their automatic device. PRS: CAD polygenic risk score based on CARdioGRAM consortium. 

BMI: basal muscular index. Fd_left and Fd_right: measures of left and  right fractal dimension, 

respectively. Smoker cat: participants who are current smokers at baseline examination.  
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Supplementary Figure 7: Left and right eye GWAS results comparisons between the final 

model and this model including an eye colour PRS. a Left and b right eye scatterplot 

illustrating the SNP’s effect comparison between the final GWAS model and the GWAS including 

the pigmentation and the eye colour PRS. c Left and d right eye scatterplot representing the -

Log(P-value) comparison among these two models. SNPs with a –Log10(P)=4.5 are only included 

in these figures for clarity. 

Supplementary Table 1: Summary statistics of UKB traits. The table includes the linear 

regression effect, its standard deviation, P-value, Pearson correlation and its P-value. This table 

is within the excel spreadsheet.  

Supplementary Table 2:  GWAS summary statistics. Includes the MAF, SNP effect, SD and -

Log(P-value) of all significant SNPs for both eyes. The nearest gene, its association with ocular 

or non-ocular traits it’s also included.  
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Supplementary Table 3: Comparison between Zekavat et al. GWAS and this study. Includes 

reported genetic variants 

Supplementary Table 4: Mendelian randomization results. Includes the heterogeneity and 

pleiotropy test as well as the statistic and P-value of the MR methods used for both cardiovascular 

outcomes in both eyes.  

 

Supplementary Table 5: Demographics of the MI cases and controls. This table describes 

for cases and controls the centrality and dispersion of the epidemiological variables included in 

the MI predictive model. P-value* refers to the T-test completed among these two groups to 

estimate its difference. 



 

Supplementary Table 6: Wilcoxon signed-rank test across the examined MI models. This 

table includes the Wilcoxon signed-rank sum test and the P-Value of all the comparisons between 

the models we trained in this study.  

In our ablation study we found three central elements ascertaining the superior accuracy 

of our model on distinguishing personalised MI risk in UKB. Firstly, the usage of 

continuous variables. Those models following this premise yield a greater performance 

than SCORE and its derivates (i.e., SCORE + Df). We further investigated whether this 

situation was reproduced in RFC-based classifiers. Our results show that these models 

achieve a higher AUC when compared with the ones that introduce age, BMI and SBP 

as discrete variables. Secondly, we observe that the presence of Df and PRSCAD in the 

predictive model significantly improves its performance, regardless of the classifier’s 

algorithm. Finally, RFC-based models yield higher AUC, precision, and recall when 

compared with SCORE and all the completed transformations, implying that a non-linear 

algorithm benefit individual MI prediction. Amongst these RFC classifiers, the one 

including both aforementioned elements achieves the greatest performance, followed by 

a similar model excluding PRSCAD. 

 

 

 

 

 

 

 

 

 

 



 

Supplementary Table 7: Ablation study of the MI models. These tables include the precision, 

recall and AUC for the variations in the model.* AUC estimates significantly different (Wilcoxson 

signed-rank test P-value<0.005) from the one obtained with the SCORE model.** AUC estimates 

significantly different (Wilcoxson signed-rank test P-value<0.005) from the one obtained with the 

SCORE model and the one from our final model. 

 

 



Supplementary Table 8: Additional MI models performance. These tables include the 

precision, recall and AUC for the variations in th0se supplementary MI models. 

 


