
1 
 

Title page 1 

Exploring the potential benefits and challenges of artificial intelligence for research funding 2 

organisations: a scoping review 3 

 4 

Short title: Review on artificial intelligence for research funding organisations 5 

 6 

Amanda Jane Blatch-Jones1*, Hazel Church1 and Ksenia Crane1  7 

 8 

1 National Institute for Health and Care Research (NIHR) Coordinating Centre, School of Healthcare 9 

Enterprise and Innovation, University of Southampton, Southampton, SO16 7NS. 10 

 11 

*Corresponding author 12 

*Amanda Blatch-Jones: A.J.Blatch-Jones@southampton.ac.uk  13 

Hazel Church: H.B.M.Church@southampton.ac.uk 14 

Ksenia Crane: K.Crane@southampton.ac.uk 15 

 16 

  17 

 . CC-BY 4.0 International licenseIt is made available under a 

 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted September 26, 2024. ; https://doi.org/10.1101/2024.09.26.24314280doi: medRxiv preprint 

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.

mailto:A.J.Blatch-Jones@southampton.ac.uk
mailto:H.B.M.Church@southampton.ac.uk
mailto:K.Crane@southampton.ac.uk
https://doi.org/10.1101/2024.09.26.24314280
http://creativecommons.org/licenses/by/4.0/


2 
 

Abstract 18 

Background: Artificial Intelligence (AI) is at the forefront of today’s technological revolution, enhancing 19 

efficiency in many organisations and sectors. However, in some research environments, its adoption is 20 

tempered by the risks AI poses to data protection, ethics, and research integrity. For research funding 21 

organisations (RFOs), although there is interest in the application of AI to boost productivity, there is also 22 

uncertainty around AI’s utility and its safe integration into organisational systems and processes. The 23 

scoping review explored: ‘What does the evidence say about the current and emerging use of AI?’; ‘What 24 

are the potential benefits of AI for RFOs?’ and ‘What are the considerations and risks of AI for RFOs?’ 25 

Methods: A scoping review was undertaken with no study, language, or field limits. Due to the rapidly 26 

evolving AI field, searches were limited to the last three years (2022-2024). Four databases were searched 27 

for academic and grey literature in February 2024 (including 13 funding and professional research 28 

organisation websites). A classification framework captured the utility and potential, and considerations 29 

and risks of AI for RFOs. 30 

Results: 122 eligible articles revealed that current and emerging AI solutions could potentially benefit RFOs 31 

by enhancing data processes, administration, research insights, operational management, and strategic 32 

decision-making. These solutions ranged from AI algorithms to data management platforms, frameworks, 33 

guidelines, and business models. However, several considerations and risks need to be addressed before 34 

RFOs can successfully integrate AI (e.g., improving data quality, regulating ethical use, data science 35 

training).   36 

Conclusion: While RFOs could potentially benefit from a breadth of AI-driven solutions to improve 37 

operations, decision-making and data management, there is a need to assess organisational ‘AI readiness’. 38 

Although technological advances could be the solution there is a need to address AI accountability, 39 

governance and ethics, address societal impact, and the risks to the research funding landscape.  40 
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INTRODUCTION 47 

Digital transformation is a cornerstone of innovation and progress. Sectors from healthcare to industry 48 

now operate on vast volumes of (‘big’) data and leverage it to stay competitive, deliver services, and meet 49 

societal needs. At the forefront of this technological revolution (“Industry 4.0”(1-3)) is innovation in data 50 

science and artificial intelligence (AI). AI is a collective term for technologies that enable ‘machines’ to 51 

emulate various complex human activities(4), and their unique capabilities (autonomy, adaptivity) give 52 

them almost limitless societal value (e.g., as ‘productivity’ tools, or for making predictions in data).(5) 53 

 54 

The unique capabilities of AI also lend to its diverse applications, particularly for the purposes of research.  55 

large language models (LLMs), like ChatGPT, have for instance enabled students and staff to develop and 56 

enhance research skills (e.g., academic writing), while machine learning (ML) algorithms have been used 57 

to enhance and/or automate routine research tasks, such as data analysis.(6-9) The impact of these 58 

technological advancements on education and research has been transformative, bolstering wider 59 

interest, investments, and public initiatives in AI/ML technologies.(10-14) The use of AI/ML in research is 60 

rapidly growing, with more tools becoming available, and the user base broadening from academic 61 

institutions to research funding organisations (RFOs) and government bodies that commission and fund 62 

societal research. However, the perceived benefits of implementing AI in different research contexts have 63 

also been tempered by growing concerns of potential impacts on ethics and research integrity.(15-19)  With 64 

the rapid advancements in AI technology outpacing regulatory efforts, the potential for misuse (e.g., 65 

plagiarism) or excessive reliance on AI tools in research is becoming a growing concern.(20-22) The 66 

apprehension this has created among organisations, stakeholders and users in research has triggered a 67 

global response to regulate and ensure the responsible use of AI.(23-28) Through initiatives such as  68 
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Responsible AI UK (https://rai.ac.uk/), governments and RFOs are introducing more evidence-based AI 69 

practices, guidelines and human oversight into AI-driven research activities.(24, 29, 30) 70 

 71 

For RFOs, it is crucial to explore the application of AI/ML technologies, which although may have the 72 

potential to significantly reduce administrative research burden, could also bring substantial risk to public, 73 

organisational and funding activities.(31-33) However, efforts have been constrained by a lack of relevant 74 

evidence, which has so far predominantly focused on the use of academic applications of AI such as in 75 

learning environments or for grant writing and peer review.(17, 34-36) For publicly funded research, it is 76 

becoming increasingly burdensome due to stricter compliance and the volumes of data now needed to 77 

monitor and report on the outputs, outcomes and impacts of funded research.(31-33) As a result, RFOs find 78 

themselves managing growing research portfolios while coping with increasing research bureaucracy and 79 

data management issues created by the use of multiple digital systems.(33, 36) While there is a potential 80 

role for AI in reducing research bureaucracy (e.g., supporting risk assessment, automating data entry), 81 

many RFOs feel the need to tread carefully, due to concerns around issues such as data protection and 82 

privacy that creates understandable hesitancy around AI adoption.(37) There is also uncertainty around AI’s 83 

utility, the safety of commercial AI solutions, the value to organisational efficiency, and the risks of AI 84 

integration into established RFO enterprise processes.(38, 39) As RFOs assess their capabilities and needs in 85 

this space, there is a need to review current published literature and be guided by latest evidence to gain 86 

insight (from across sectors and settings) on what AI is, what it is not, what it can be used for, and how it 87 

could be implemented.  88 

 89 

To address the above, and inform RFOs with a better understanding of the potential utility of AI within an 90 

organisational context (e.g., data management, research, administrative and operational efficiency) a 91 

scoping review was conducted to explore: ‘What does the evidence say about the current and emerging 92 
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use of AI?’; ‘What are the potential benefits of AI for RFOs?’ and ‘What are the considerations and risks of 93 

AI for RFOs?’ 94 

 95 

 96 

METHODS 97 

A scoping review approach was chosen due to the breadth and complexity of the topic and the available 98 

research in terms of the source, type, and setting. Scoping reviews help address priority questions in 99 

research, clarify concepts, and provide background information or frameworks in preparation for a 100 

systematic review (where applicable). Scoping reviews typically seek to identify evidence gaps or scope a 101 

body of literature, rather than describing experiences or what interventions work for particular 102 

individuals.(40) Therefore, scoping review methodology does not judge the quality of the evidence but 103 

rather maps the evidence.  104 

The JBI (Joanna Briggs Institute) scoping review framework was used to guide the development of the 105 

review, including the searches, data analysis and reporting (https://jbi.global/scoping-review-network).(41) 106 

To ensure the evidence was mapped according to areas of relevance for RFOs, a classification framework 107 

was developed (6, 7) to capture the 1) utility and potential and 2) considerations and risks associated with 108 

the use of AI for RFOs (see Fig 1).   109 

 110 

[Insert] Fig 1. Utility, potential, considerations and risks of AI for research funding organisations 111 

classification framework to summarise the evidence  112 

 113 
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Eligibility criteria 114 

There is no universally accepted definition of ‘artificial intelligence’, so for the purpose of this review it was 115 

important to clarify what we meant by ‘AI’. Below are some previous explanations of AI that provided 116 

context for the review, including how we developed the eligibility criteria. 117 

• ‘Artificial Intelligence’ is an umbrella term for an array of technologies possessing the unique 118 

capabilities of ‘adaptability’ and ‘autonomy’. This means that AI systems are trained by humans to 119 

infer connections and patterns in pre-defined data but can also generate new data and use it to make 120 

independent decisions.(42-44) 121 

• AI can be simply defined as “a technology that enables machines to imitate various complex human 122 

skills” but others may also use more precise definitions, referring to specific capabilities and AI 123 

classification taxonomies.(45) 124 

• Newman et al. (2022) defined AI as a “description of various computer operations designed to 125 

replicate human intelligence…It is a component of a greater set of computing technologies that 126 

includes automated decision making, advanced algorithms, and data processing at large scale.”(46)  127 

• Today’s AI models can be broadly categorised into ‘predictive AI’ (analysing patterns in predefined 128 

datasets to make predictions on new data, for example ML) and ‘generative AI’ (generating new data 129 

on the basis of predictions from patterns in datasets, for example LLMs). (17, 47, 48)  130 

 131 

Context 132 

The context included UK, European and international settings (e.g., sectors, fields or disciplines) (based on 133 

the inclusion criteria) and were included to gain as much information as possible on potentially relevant 134 

AI applications.  135 

 136 
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 137 

Participants  138 

Research funding and performing organisations, private sector business and enterprise, and public 139 

administrations were included as part of the AI application context. 140 

 141 

Inclusion criteria  142 

Articles were included if they were written in the English language (or could be transcribed to English), 143 

available in full text, and focused on the application and implementation of AI (rather than the 144 

development of algorithms). To be relevant to RFOs, these AI applications had to apply primarily to text 145 

data (16) (rather than images) used for/in organisational processes in an institutional, enterprise or business 146 

context (comprising specific human tasks and operational processes). We defined ‘organisational 147 

processes’ to include (but not be limited to): research management and administration; business 148 

intelligence; compliance and risk management; data management and analytics; and decision-making.  149 

With regards to capturing relevant AI solutions: 150 

• All included articles had to comply with the classification framework(6, 7), whereby the evidence had 151 

to inform on either the 1) utility and potential of AI (e.g., technological advances, operational 152 

efficiencies, user focus, and functionality), and/or 2) the considerations and risks of AI (e.g., user, 153 

operational, technological (including data privacy and security, and intellectual property), and 154 

ethical), or preferably both. 155 

• All included articles on AI solutions had to explain where, how and why these solutions have been, or 156 

could potentially be, applied to enhance organisational processes (e.g., for administrative efficiency 157 

and effectiveness). 158 
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• Relevant articles could include any type of AI system, model, or tool, whether already available and/or 159 

marketed (e.g., OpenAI’s ChatGPT, Cloud Solutions, Amazon Web Services) or in the research and 160 

development/piloting stage (e.g., predictive models, ML).  161 

• Relevant articles could also discuss infrastructures that support the integration and implementation 162 

of AI by organisations, such as data management and storage solutions (e.g., data lakes, data 163 

warehouses) or Information and Communication Technology (ICT) solutions (e.g., Network solutions, 164 

PowerSwitch). 165 

• Relevant articles could refer to other types of solutions relevant to AI implementation (but not 166 

software or tools), such as regulative laws or guidelines, business models and frameworks, 167 

recommendations, and standards (e.g., data standards or data management plans) that could support 168 

organisational integration of AI.     169 

 170 

Exclusion criteria  171 

We excluded any articles that were retracted or provided limited information on AI applications, as defined 172 

in the inclusion criteria. News announcements related to company partnerships or the marketing of new 173 

products were excluded, as well as articles on AI applications not relevant to an organisational context 174 

(e.g., military or medical AI applications). The following is a non-exhaustive list of AI applications that were 175 

excluded from the scoping review: Drone technology; 3D printing; environmental and agricultural (e.g., 176 

fire safety, water reserves, farming, drainage, space); satellite data and weather monitoring; facial and 177 

voice recognition; metaverse and mobile networking (5G and 6G); estimation and stimulation modelling 178 

(e.g., urban flood, mining, energy grids); medical education; healthcare intervention; medical devices and 179 

diagnostics.  180 

 181 
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Source types 182 

All article types and study designs were included in the review to maximise coverage due to the diverse 183 

nature of the use and adoption of AI applications across different settings and sectors (which could be 184 

relevant to RFOs). We therefore included: 185 

Academic type articles: Peer reviewed journal articles; commentaries; editorials; opinion letters; 186 

perspectives; and preprints 187 

Grey literature: Policy documents; reports; blogs; educational articles; guidance; and newsletters (e.g., AI 188 

News, AI Magazine).  189 

Study designs: Randomised controlled trials; non-randomised controlled trials; before and after studies 190 

and interrupted time-series studies; analytical observational studies (including prospective and 191 

retrospective cohort studies); case-control studies; analytical cross-sectional studies; descriptive 192 

observational study designs (including case series); individual case reports; and descriptive cross-sectional 193 

studies. Qualitative studies were also considered that focused on qualitative data including, but not limited 194 

to, phenomenology, grounded theory, ethnography, qualitative description, action research and feminist 195 

research. In addition, systematic reviews that met the inclusion criteria were considered, depending on 196 

the research question.  197 

 198 

Search strategy 199 

Searches were conducted on 1 February 2024, using Web of Science and ProQuest databases to search for 200 

published journal articles, and Overton and Google Scholar were used to search for grey literature and 201 

government or RFO documents. The search strategy was iteratively developed and adapted to each 202 

database, with keywords and search terms identified from pilot searches in Web of Science, and manual 203 
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searches in Connected Papers (https://www.connectedpapers.com/), to inform the final search strategy 204 

(See S1 Appendix: Search terms and keywords and S1 Table: Search strategies). The final search strategy 205 

was reviewed and approved by a librarian information specialist at the University of Southampton.  206 

Searches were not limited by study type or design, source of publication, country, or language of 207 

publication. Initially, no limits were placed on year of publication; however, during initial screening of the 208 

title and abstract, it was noted that those published before 2022 were consistently out of scope and did 209 

not meet inclusion criteria for the current review (e.g., articles were too conceptual or focused on 210 

algorithm development only). Subsequent searches were limited to articles published in the last three 211 

years only (2022-2024) and this was reflected in the search strategy and screening process in accordance 212 

with PRISMA (https://www.prisma-statement.org) (see Fig 2 and S2 Appendix: PRISMA checklist). Articles 213 

deemed relevant by title and abstract were then screened by reading the full texts of the articles. 214 

 215 

Manual searches were also conducted on 13 websites of research funding and professional organisations 216 

(e.g., research councils, charities and professional/regulatory bodies) to identify announcements, funding 217 

opportunities, or other activities relevant to AI. This was done by typing the name of each organisation 218 

into the Google search engine and navigating to relevant webpages. The organisations were chosen by 219 

purposive sampling, following discussions with National Institute for Health and Care Research (NIHR) 220 

Coordinating Centre staff, and aimed to be representative of positions, practices and developments in big 221 

data and AI across the research funding landscape.  222 

 223 

Data extraction 224 
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The articles identified through the databases and manual searches were exported with citation, titles, and 225 

abstracts into Endnote 20 (Clarivate, UK). Duplicates were removed using the EndNote duplication 226 

function and then manually checked for consistency. To test eligibility criteria and ascertain agreement, 20 227 

articles were assessed in a pilot screen by two authors (ABJ and KC). All remaining articles were screened 228 

by title and abstract against the inclusion criteria. Relevant articles were then checked for availability of 229 

full texts and the full texts were then screened by both authors to check for eligibility. Any disagreements 230 

between authors regarding the decision to include or exclude were resolved through discussion until 231 

consensus was reached.  232 

After the final screening, ABJ and KC extracted data from the article’s full texts into a Microsoft Excel data 233 

extraction spreadsheet developed by the authors specifically for this review and was piloted to make sure 234 

the relevant information was extracted to address the three research questions and the classification 235 

framework. The spreadsheet included the following sections for extraction: 236 

• Demographics: article contributors; journal; year; geographical location/s; source type; study type 237 

(if relevant) 238 

• Relevant information on the AI application/s: organisational or sector settings; area/s of AI 239 

application; aim; content and purpose of the article; summary of any current issues mentioned 240 

and AI solutions (if applicable) 241 

• A classification framework was used to capture the evidence under two areas: utility and potential 242 

of AI (e.g., technological advances, operational efficiencies, user focus, and functionality) and 243 

considerations and risks of AI (e.g., user, operational, technological (including data privacy and 244 

security, and intellectual property), and ethical).(6, 7) (see Fig 1) 245 

 246 
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Where applicable, further exclusions were made during the full data extraction stage, for example, where 247 

the same article was included multiple times due to different source types (i.e., duplication of 248 

information). In such instances, a peer reviewed journal article took precedence (and was included) over 249 

a preprint manuscript and a conference proceeding, and a preprint manuscript took precedence over a 250 

conference proceeding. For peer reviewed articles, if the same article was published in two journals, only 251 

one was included. Any articles written in languages other than English, or lacking an English translation, 252 

were excluded from full extraction.  253 

 254 

All extracted data were used to inform summary tables characterising the included articles and drawing 255 

out the key concepts to address the three research questions (refer to Results section for Tables 2, 3, and 256 

4). As this was a scoping review, we did not conduct a risk of bias or quality assessment, and all evidence 257 

was mapped or categorised to either pre-defined terms and concepts or to those developed and agreed 258 

by the authors during the data extraction stage. The results of the searches and study inclusion process 259 

are reported in full, in accordance with the Preferred Reporting Items for Systematic Reviews and Meta- 260 

analysis extension for scoping reviews (PRISMA-ScR) (see Fig 2). 261 

 262 

Extraction from the research funding or professional organisations was extracted in a separate Microsoft 263 

Excel spreadsheet containing: the RFO or professional body name; links to the relevant webpages; the date 264 

the information was accessed; and a summary of the relevant AI information (e.g., funding 265 

announcements, public statements, training activities, and guidance or initiatives).  266 

 267 

 268 
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RESULTS  269 

A total of 1,792 articles were retrieved from the two databases and 389 from grey literature searches 270 

(n=2,181). With 354 duplications removed and 818 assessed and screened for date relevance (2022-2024), 271 

1,009 titles and abstracts, and then 216 full text articles, were assessed for eligibility (see Fig 2). Of the 272 

216 full text articles, 108 met the eligibility criteria for inclusion and a further 14 were identified from 273 

manual searches, resulting in a total of 122 articles included in the scoping review (see S2 Table: Full 274 

details of included studies).  275 

 276 
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 277 

Fig 2. PRISMA flow diagram of the search strategy used to identify articles, research funding and 278 

professional organisations websites and the results of the searches.  279 

 280 

Characteristics of the included articles   281 

The characteristics of the included articles are provided in Table 1. All articles were reviewed against the 282 

classification framework(6, 7) and demonstrated inclusion of evidence on the 1) utility and potential of AI 283 
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(n=112), or the 2) considerations and risks of AI (n=105). More than three quarters of the articles covered 284 

both areas of the framework (n=94).  285 

All 122 articles were published between 2022 and 2024, with the majority published in 2023 (n=68). 286 

Almost half of the articles originated from Europe (n=54), with the remaining originating from the 287 

Americas (n=49), Asia (n=25), Australasia (n=7), the Middle East (n=4), and Africa (n=1). There were 85 288 

peer-reviewed journal articles, with more than half reporting on original research (n=47), and a further 25 289 

articles were perspectives, and 13 were reviews.  290 

 291 

Table 1: Characteristics of the included articles  292 

Characteristics  N=122 (%) articles  

Focus area of AI evidence†*  
Utility and Potential  
Considerations and Risks  
Both 

 
112 (92%) 
105 (86%) 
94 (77%) 

Year of publication 
2022 
2023 
2024** 

 
35 (29) 
68 (56) 
13 (11) 

Geographical region 
Europe 
Americas 
Asia 
Australasia 
Middle  
East Africa 

 
54 (44) 
49 (40) 
25 (20) 
7 (6) 
4 (3) 
1 (1) 

Record/ Source type 
Journal – Original research (incl. panel discussions) 
Journal – Perspective*** 
Journal – Review 
Newspaper/Magazine 
Report 
Conference proceeding 
Thesis 
Book 
Webpages  
Blog 

 
47 (39) 
25 (20) 
13 (11) 
13 (11) 
13 (11) 
3 (2) 
3 (2) 
2 (2) 
2 (2) 
1 (1) 
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Sector/ Organisational setting 
Data Science, IT and Software Engineering (incl. AI/ML) 
Research and Industry (incl. Academia, R&D) 
Public Administration, Policy and Legislature   
Business, Enterprise and Finance 
Healthcare 
Food and Environment 
Other (e.g., Generic, Retail) 

 
40 (34) 
31 (25) 
27 (23) 
25 (20) 
22 (18) 
3 (2) 
4 (3) 

Focus area of AI application* 
Data Management and Security 
Data Analytics and Visualisation 
Decision-Making and Strategy 
Administration and Communications 
Data Authentication (incl. Quality Assessment) 
Research and Insights 
Compliance and Risk Management 
Operations Management and Maintenance 

 
91 (75) 
35 (29) 
35 (29) 
22 (18) 
18 (15) 
10 (8) 
6 (5) 
5 (4) 

AI/ML = Artificial intelligence/machine learning 293 
† Utility and potential/considerations and risks classification framework(6, 7)  294 
*Some articles report more than one area and therefore the number of articles does not equal to the total number 295 
of articles reviewed 296 
**Jan-February inclusive, searches were conducted in February 2024 297 
***Includes editorial, commentaries, news features, correspondence, and perspective articles  298 
 299 

The literature on AI covered a wide range of sector and organisational settings (e.g., IT and software 300 

engineering, research and industry, healthcare, finance), and most of the reviewed literature was in the 301 

academic and big data/AI development space, with applications focused to data science, IT and software 302 

engineering (n=40) and/or research and industry (n=31). In 16 articles, the information covered was found 303 

to be relevant to multiple sectors or organisation types.  304 

The evidence also covered a breadth of organisational AI application areas, pointing to numerous 305 

processes that could benefit from integrating AI systems. The most covered area was data management 306 

and security (n=91), followed by data analytics and visualisation (n=35), and decision-making and strategy 307 

(n=35). The least covered area was operations management and maintenance (n=5), which could be due 308 

to the evidence being more specialised to industry settings (e.g., manufacturing, production) and 309 

therefore having limited relevance to RFOs.  310 
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 311 

Summarising the evidence  312 

The evidence from the 122 included articles was summarised using the classification framework that was 313 

developed from existing AI/ML literature (see Fig 1).(6, 7) The summaries from the included articles were 314 

used to draw out key statements, which were then categorised into common themes and assessed for 315 

frequency (number of references contributing to each statement). Table 2 presents the statements, 316 

frequencies and evidence sources regarding the utility and potential of AI, and Table 3 presents the 317 

statements, frequencies and evidence sources regarding the consideration and risks of AI.  318 

Interestingly, whilst mapping the evidence against the classification framework, an additional area around 319 

the importance of sharing efforts in AI, whereby articles focused on the value of collaborative working and 320 

partnerships between private sector companies (e.g., AI vendors), research institutions, and public 321 

administrations (e.g., including funding organisations) in the AI space. On this basis, key statements 322 

derived from article summaries promoting shared AI efforts across communities of interest were also 323 

extracted and presented in Table 4 and Fig 3, along with the frequencies and evidence sources. 324 

The following sections provide a summary of the evidence captured from the included articles based on 325 

the review’s three research questions. The quality or assessment of the evidence was not explored as part 326 

of the review, and the key statements are not presented in order of priority. 327 

 328 

[Insert] Fig 3. Mapping of the evidence across the utility and potential, considerations and risks, and 329 

shared AI efforts for research funding organisations (including themed areas under each) 330 

 331 

Utility and potential of AI for research funding organisations  332 
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Of the included articles, 112 described the utility and benefits (e.g., technological, functional, operational, 333 

and user focused) of implementing AI to support organisational, research or administrative processes. 334 

These articles either described the generic AI functions or systems (e.g., automation, generative AI, natural 335 

language processing) or pointed to specific tools (e.g., models, proprietary software or web platforms) that 336 

were either commercially distributed and ready to use (including open-source solutions) or remain in 337 

development (e.g., experimental ML algorithms).  338 

It was clear from the evidence that understanding the utility and applicability of different AI technologies 339 

is complex, particularly due to the diversity of use across sectors and the different stages of digital 340 

transformation.(49-54) However, the evidence did provide several opportunities for RFOs to consider, 341 

particularly around the application, capability and implementation of AI. (see Table 2) The central focus 342 

was on AI/ML-powered tools and platforms, illustrating the transformative impact on data-driven 343 

organisational and/or administrative processes to enhance efficiency, innovation and decision-making.  344 

 345 

Table 2: Summary statements from the included articles on the utility and potential of AI for research 346 

funding organisations. 347 

Key themes  No Statements  No. 
refs 

Data driven 
initiatives and 

industry 4.0 
driving 

innovation 

1 

Several platforms are exploring data at scale; data management frameworks 
and new innovations (offering the adoption of a hybrid cloud); enabling 
organisations to gain insights from data with on-premises security and cost 
efficiency (e.g., Cloudera Data Platform (CDP) Private Cloud Base Artificial 
Intelligence Modern Data Platform (AIMDP)).(1-3, 43, 53, 55-64) 

15 

2 

Integration of AI/digital/analytics platforms such as Power BI, KNIME 
Analytics Platform, Hitachi Digital Marketplace, MS Azure, Apache Spark / 
Amazon cloud services, SAP Analytics Cloud, Denodo Platform, Oracle 
Cloud Infrastructure, and Mindsphere to drive initiatives such as the 
European Commission and the challenges of industry 4.0; the Global 
Partnership on Artificial Intelligence (GPAI); International Network for 
Governmental Science Advice’s (INGSA).(36, 49, 55, 56, 62, 65-74) 

15 
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Key themes  No Statements  No. 
refs 

3 

Edge AI applications allow for greater data privacy and security and 
perform the AI model locally on an edge device, reducing concerns around 
data accessibility as cloud computing can delay data processing (for 
example the Darktrace Enterprise Immune System for intrusion detection 
and prevention).(53, 71, 75-77) 

5  

4 

Opportunities to link FAIR and AI-ready datasets with FAIR AI models 
within a flexible and smart computing fabric that streamlines creation and 
accessibility (Data and Learning Hub for Science (https://www.dlhub.org, 
DLHub); Materials Data Facility (https://materialsdatafacility.org, MDF); 
funcX, https://funcx.org24, a distributed Function as a Service (FaaS) 
platform).(59, 78-80) 

4 

 

 

 

The 
integration of 

AI 
technologies, 
systems, and 

tools 

1 

Predictive Accuracy allows for real-time insights that adapt and evolve over 
time, enabling organisations to augment cost-efficiencies by applying 
automation, reducing data errors, and optimising efficiencies, including 
adopting an ‘ecosystem of innovation and excellence’.(1, 3, 51, 57, 62, 64, 68, 70, 71, 

81-89) 

18  

2 
Incorporating AI technologies requires AI capability to develop AI e.g., how 
to deploy machine learning algorithms, including accessibility to data to 
foster AI adoption.(28, 42, 49, 53, 76, 86, 90-95) 

12  

3 

Reducing operational bottlenecks through enhanced efficiency. There is 
opportunity for AI/ML to reduce manual data intensive tasks, enabling 
organisations to redirect their focus and create a more productive 
workforce and play a role in AI capability, bridging technology to 
organisational tasks.(52, 61, 62, 64, 76, 82, 87, 96-99) 

11  

4 

Choosing the right model architecture and hyperparameters is essential for 
the success of ML, including data processing, model serving, model 
training, monitoring, and retraining, anomaly detection.(52, 61, 62, 64, 76, 82, 87, 96-

99) 

11  

5 
Data management and security is instrumental for the adoption of AI. 
Stringent regulatory measures are required, especially where sensitivity, 
privacy, and security are non-negotiable.(51, 52, 61, 76, 100, 101) 

6  

6 

FAIR compliance for Large Language Models (LLM) provides 
interoperability, ensuring different data formats and systems can work 
together seamlessly. This is essential for integrating data sources into LLM 
training, facilitating education in data science and machine learning.(60, 68, 76, 

78, 80, 102) 

6  

7 
The concept of ‘Explainable AI’ could help mitigate perceptions and 
ambiguity and deliver predictability, agility, and resiliency across large 
amounts of data, making AI more understandable for its users.(61, 95, 103-105)  

5  

8 

AI requires a powerful infrastructure, both for the development and the 
continuous training of AI systems; enhanced accuracy requires 10% on ML 
algorithms and 90% on data preparation, with the goal to improve data 
processing for enhanced accuracy and less on the ‘model training 
algorithm’.(26, 42, 79, 106) 

4  
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Key themes  No Statements  No. 
refs 

9 

Ethical frameworks and principles are needed to regulate AI’s impact, and 
to ensure responsible development and deployment of AI technologies do 
not inhibit societal benefit, human rights, and the privacy of individuals.(26, 

99, 101, 107) 

4  

Optimisation 
and 

innovation for 
organisational 

and user 
efficiencies 

1 

The application of AI (e.g., LLMs and GPTs) is not a replacement for human 
intelligence and critical thinking. AI applications can support more 
streamlined and personalised experiences in business, research, and 
educational processes; free capacity of workforce for value-adding 
activities; AI cannot be developed without the involvement of human 
experts.(1, 9, 17, 26, 42, 46, 51-54, 57, 64, 75, 79, 81, 84-86, 94, 95, 101-103, 108-123) 

39  

2 

AI has the potential to redefine the data management landscape through 
automation, predictability, and adaptive learning. Offering data diversity, 
efficiency and speed, insights, data utilisation, scalability, real-time data, 
normalisation and standardisation, enhanced decision-making, and 
innovation.(2, 43, 51, 52, 60, 64, 71, 74, 76, 88, 89, 101, 105-108, 112, 114, 117, 122-124) 

22  

3 

The application of AI cannot be overbearing, scary or to be feared. For AI 
to work, it must be made strategically simple. Embracing AI applications 
could alleviate burdensome workflows, reducing bureaucracy in the public 
sector and increase the acceptance and future adoption of AI.(9, 17, 46, 51, 53, 86, 

95, 102, 108, 110, 112, 119, 121, 125-127) 

16  

Strategic 
direction and 
future focus 

1 

Data management is frequently cited as the main technological inhibitor to 
AI/ML deployments. Efficiencies and enhancements to data governance to 
ensure quality, integrity, usability, and security is vital for driving trust in 
data.(9, 10, 16, 26-28, 36, 42-44, 52, 53, 57, 60, 61, 64, 68, 69, 71, 74, 76, 90, 91, 95, 98, 99, 101, 104-108, 116-118, 

120, 122, 124, 127-131) 

43  

2 

Evaluation methods and frameworks are needed to critically assess AI 
performance, fairness, bias (including ‘hallucinations’), and equity, using 
diverse perspectives (e.g., data management maturity models). Using data 
analytics tools and methodologies can provide meaningful insights and 
make evidence informed judgements. Data-driven organisations need to 
improve their performance and competitiveness by applying best 
practice.(9, 10, 26, 36, 49-51, 64, 67, 71, 73, 74, 76, 77, 85, 86, 94, 95, 108, 113, 117, 119, 121, 124, 128, 132-

139) 

33  

3 

The adoption and future implementation of AI should not only focus on AI 
readiness but also the capability to develop AI technologies, levels of AI 
capability, potential fragility of the AI capability, support the growth and 
depth of AI implementation, and the need for resources to maintain and 
evaluate organisational variations over time.(2, 3, 26, 42-44, 50, 75, 84, 90-92, 94, 95, 99, 

108, 109, 112, 120, 122, 138, 140-143) 

25  

4 

Organisations need to be unified and have consistent governance for the 
adoption of AI to be credible. Although there are risks, investing in 
technology, processes, and institutional structures create an enterprise 
wide AI strategy.(3, 26, 39, 49, 50, 53, 54, 59, 64, 67, 76, 83, 86, 88, 95, 102, 104, 108, 129, 132, 141, 142, 

144, 145) 

24  
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Key themes  No Statements  No. 
refs 

5 
Financial resources affect AI capability. To optimise the sustainable 
application of AI there needs to be stable resources within an 
organisation.(26, 38, 42, 51, 67, 70, 89-91, 95, 104, 105, 107, 113, 120, 121, 125, 139, 141, 146, 147) 

22  

6 

There is a requirement for clear governance for managing the application 
and adoption of AI, ensuring compliance, data, and AI functions e.g., The 
European Commission (EC) proposal for AI regulation or the Model AI 
Governance Framework.(27, 28, 39, 43, 51, 54, 59, 60, 62, 64, 66, 69, 77, 93, 99, 100, 102, 107, 113, 

116, 122) 

21  

7 

AI/ML’s energy use and carbon footprint are straining corporate 
sustainability goals, e.g., a survey found 68% of respondents indicated 
concerns about the impact of AI/ML on their organisation’s energy use and 
carbon footprint. The cloud could offer greater AI sustainability, with 74% 
stipulating that sustainability is important and a critical motivator for 
moving workloads to a public cloud.(1, 3, 26, 27, 49, 53, 62, 66, 76, 86, 88, 93, 109, 120, 121, 136, 

147, 148) 

18  

 348 

Advanced data management and analytics: The evidence offered several opportunities for using AI/ML 349 

platforms to enhance organisations’ abilities to manage and analyse large datasets, providing valuable 350 

insights for ways to improve customer relationships and operational efficiency.(26, 49, 68, 71, 126) AI-enhanced 351 

master data management and decision support systems also support data quality and can inform decision-352 

making for stakeholders and facilitate long-term data management efficiency. For example, AI Ignite goes 353 

beyond building AI infrastructure, offering faster insights and operational efficiency, and empowering 354 

organisations to utilise the full potential of AI.(72, 140) While, AI-driven systems like Darktrace have also 355 

shown promising steps to enhance cybersecurity by preventing cyberattacks and are in turn driving the 356 

development of more robust public policies to govern AI cybersecurity.(77) Data mining algorithms and 357 

artificial neural networks are other AI solutions that can also inform organisations’ business intelligence 358 

models, and these work by enabling functions such as, data warehouse (e.g., Snowflake), data extraction 359 

(e.g., ETL) and report generation. (55, 117, 136, 144)   360 

Administrative task automation: Several ways of how AI can streamline public administration by 361 

automating services and processes, enhancing efficiency, and increasing public confidence was noted from 362 
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the evidence.(26, 28, 42, 54, 121) For example, in accounting and law, AI has been used to automate repetitive 363 

tasks and enhance decision-making through predictive analytics and real-time data transparency, and 364 

therefore improving risk assessment and audit quality.(1, 103, 133, 136, 141) Conversational AI meanwhile showed 365 

to enhance efficiency and customer satisfaction by automating customer-staff communications.(53, 65) The 366 

evidence found that AI automation is predicted to save considerable time (40-50%) for administrative and 367 

analyst users, with this figure reportedly increasing to 80% as AI improves with more data. An Accenture 368 

analysis also determined that 40% of working hours across industries could be automated or augmented 369 

by AI adoption.(86, 147) 370 

Predictive and performance analysis: The evidence offered several ways on how AI-driven automation 371 

and predictive analytics can optimise resource-intensive activities and support sustainability by enabling 372 

remote work and real-time performance analysis.(3, 52, 57, 147) This is particularly relevant for RFOs who are 373 

keen to enhance project management, as AI has the potential to predict costs and risks, therefore 374 

harnessing productivity and complex data problems. In Human Resources (HR) practices, neural networks, 375 

NLP, and gamification tools could be leveraged to enhance recruitment, training, and performance, while 376 

‘Empathetic AI’ can support leadership and HR processes through automation, improving employee 377 

support and organisational efficiency.(57, 87, 111, 119, 124, 147, 149) Other examples were shown in accounting, 378 

where predictive audit support enhanced risk assessment and audit quality, and in legal environments AI 379 

was shown to improve decision-making through real-time monitoring and data transparency.(1, 92, 112, 120, 380 

122) 381 

 382 

Considerations and risks of AI for research funding organisations  383 

Of the included articles, 105 described the considerations and risks (e.g., technological, operational, 384 

ethical and user focused) associated with ensuring organisational AI ‘readiness’ to assess capabilities and 385 
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optimise organisation’s data infrastructure and management systems in preparation for AI/ML 386 

deployment (see Table 3). The evidence strongly indicated several organisational challenges that must be 387 

addressed for any business transformation or research activity involving AI/ML adoption to be credible. 388 

In particular, introducing or experimenting with AI technologies has raised concerns around data quality, 389 

issues with how data is shared, managed, and modelled for ML, and whether research and funding 390 

environments generally have the space, capacity, capability, and infrastructure to support and potentially 391 

mainstream the adoption of AI/ML for efficiency benefits.(46, 50, 67, 116, 150)   392 

 393 

Table 3: Summary of statements from the included articles on the considerations and risks of AI for 394 

research funding organisations.  395 

Key themes  No Statements  No. 
refs 

Support the AI 
readiness of 

organisations 

1 

Organisations must ensure they can cope with the unique challenges of AI, 
have the required infrastructure in place and establish AI model lifecycle 
capabilities.(26, 39, 50, 53, 61, 66, 75, 76, 78-80, 86, 94, 99, 101, 104, 107, 109, 113, 116, 119, 121, 123, 127, 

131, 142, 147, 151) 

28 

2 
Data leaders and research office staff need to acknowledge the need for 
increased investment into data management and AI solutions in 
research.(3, 10, 16, 26, 27, 39, 49, 50, 53-55, 76-78, 86, 88, 92-95, 100, 105, 120, 124, 145, 147) 

26 

3 
There are concerns about AI model maturity, compatibility and 
interoperability, the expectations of users, and the costs of equipment and 
training.(1, 3, 16, 28, 50, 54, 59-62, 64, 68, 71, 74, 80, 81, 95, 98, 132, 139, 145) 

21 

4 
Embracing new data norms and tools will require workforce adjustments 
to include data scientists, librarians or archivists, data management 
experts and AI/ML researchers.(3, 50, 54, 63, 74, 79, 92, 95, 100, 106, 109, 117, 144, 151) 

14 

5 
Organisations already using AI report similar barriers around AI knowledge 
and digital skills, data quality and data privacy and protection.(26, 28, 53, 82, 91, 

92, 95, 97, 98, 108, 121) 
11 

Support the AI 
readiness of 

data 

1 

Data management is the most frequently cited inhibitor to AI adoption and 
data integrity is seen as the top risk.(1, 9, 16, 26, 37, 43, 44, 49, 51, 52, 55, 59, 63, 64, 68, 69, 74, 

76, 77, 81, 84, 86, 87, 89, 91, 97, 99-101, 104-106, 108, 112, 114, 116, 119, 121-123, 134, 136, 139, 141, 143, 144, 

151, 152) 

48 

2 
The need for better data management in research is increasingly 
recognised, for both RFOs, researchers and government bodies.(1, 9, 43, 44, 46, 

49, 54, 63, 64, 74, 81, 84, 87, 88, 92, 98, 102, 104-106, 112, 119-121, 123, 126, 127, 136, 139, 141, 145) 
31 

3 A data-centric approach to AI development should focus on tools for data 
management, visualisation, and error detection, practical FAIR definitions 19 
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Key themes  No Statements  No. 
refs 

for software and workflows, and frameworks for quantifying the FAIRness 
of AI models.(50, 52, 59, 60, 74, 78-80, 87, 89, 99, 101, 105, 106, 115, 126, 131, 134, 139) 

4 

Research data needs to be FAIR (findable, accessible, interoperable, and 
reusable) to ensure accuracy and performance of AI models. This requires 
changes to research practices, guidance, examples, and consistent metrics 
for evaluating data and model FAIRification.(50, 59, 60, 74, 78-80, 87, 99, 101, 105, 126, 131, 

134) 

14 

5 

Data must be cleaned and verified before it can be fed into algorithms to 
prevent bias and errors. This stage requires the most effort, but its 
importance is underestimated (for instance, compared to model 
development).(9, 52, 64, 78, 87, 104, 106, 116, 120, 126, 151) 

11 

Support 
accountability 
and fairness in 

AI 

1 

AI decisions should be monitored and audited by humans, e.g., using 
FAIRness metrics (e.g., disparate impact), algorithms to mitigate bias (e.g., 
FAIR model training methods) and fair representation learning (e.g., 
adversarial debiasing).(9, 10, 17, 43, 50, 52, 57, 59, 60, 74, 78-80, 86, 87, 89, 90, 99, 101, 105, 106, 109, 

111, 115, 118, 126, 127, 129, 131, 134, 139, 141, 143) 

33 

2 
There are concerns about misconceptions and accountabilities around AI-
driven decisions. These concerns can hinder AI implementation across 
organisations. (9, 10, 16, 28, 44, 46, 54, 57, 66, 74, 94, 99, 101, 103, 104, 107, 128, 130, 131, 133, 149) 

21 

3 
Biased AI decisions can have serious consequences, e.g., prejudice towards 
or against certain social groups and erasure of diversity from data.(9, 10, 17, 43, 

57, 60, 86, 90, 99, 101, 105-107, 109, 111, 127, 129, 131, 134, 141, 143) 
21 

4 

There is a tendency to believe that automated decisions are bias-free, 
when in reality they are subject to the intrinsic biases of the humans 
involved in AI modelling.(9, 16, 17, 43, 60, 74, 85, 86, 90, 99, 101, 103, 105, 109, 111, 125, 131, 134, 

143, 149) 

20 

5 

Organisations should ensure they involve end-users and the public in AI 
decisions to obtain a balanced representation of views, expectations and 
concerns around the use and societal impact of AI.(9, 28, 51, 58, 60, 79, 102, 107, 117, 

118, 130) 

11 

Governance 
and ethical 

use of AI 

1 

The EU Guidelines for Trustworthy AI recommend following a compliance 
criteria for evaluation of AI systems (transparency, privacy and data 
governance, technical robustness and safety, human agency and oversight, 
accountability, societal and environmental wellbeing, and diversity, non-
discrimination, and fairness); the EU’s AI4GOV project is developing a 
reference framework for an ethical and democratic AI, involving AI fairness 
monitoring, explaining AI decisions, training stakeholders and citizens, and 
boosting the regulatory compliance of AI models.(10, 26, 27, 68, 69, 98, 104, 118, 120, 

122, 123, 128, 131) 

13 

2 
Reports of ethical failures in AI use are increasing and enterprises face 
pressure to introduce sound and transparent controls for the systems they 
use.(9, 26, 38, 43, 54, 95, 103, 104, 109, 121, 122, 141) 

12 

3 
GDPR now provides rules for information governance in AI, e.g., that 
human involvement is needed where AI is used to process and protect 
personal data.(4, 53, 64, 66, 99, 101-103, 107, 117, 118, 131)  

12 
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Key themes  No Statements  No. 
refs 

4 
Rapid advances in AI tools have outpaced the development of regulations 
and ethical guidelines, raising concerns about potential misuse and 
security of data.(10, 51, 90, 101, 107, 141, 152, 153) 

8 

5 
The opacity of some algorithms (‘black box AI’) can have unintended social 
or legal consequences if not risk-reviewed (e.g., quality assured or 
regularly monitored) and subjected to human oversight.(28, 54, 61, 95, 107, 113, 122) 

7 

6 
The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems 
for example have developed a set of ethical principles for AI, which are 
now widely recognised and used.(60, 78, 99, 122, 125) 

5 

 396 

Data storage and governance: From the evidence, several organisations were found to be implementing 397 

cloud and edge computing solutions to improve data architecture (e.g., how data is integrated, stored, and 398 

governed), manage AI/ML workloads, and cope with increasing data volumes and data types (e.g., text vs 399 

image, structured vs unstructured data). (55, 64, 67, 70, 76, 100, 133, 145) Cloud-based solutions like data lakehouse 400 

(55) and data mesh (145) can notably enable scalable and efficient data management, streamline data flows, 401 

and provide real-time insights for enhanced business performance. Examples of data warehousing 402 

solutions were also provided in the evidence (e.g., Hadoop, Microsoft Azure, and Apache Spark) and can 403 

reportedly support big data management and decision-making by offering comprehensive governance 404 

frameworks that enhance data quality, efficiency, and security. (64, 73) Cybersecurity was also highlighted in 405 

the evidence, particularly around how federal agencies and organisations are adopting secure cloud fabrics 406 

to ensure data governance, seamless connectivity, and secure access to data lakes. (67, 151) Other potential 407 

opportunities to enhance big data management and security included using distributed ledger technology 408 

like blockchain to securely manage digital assets (e.g., Syneos Health and startups like Granica) with 409 

comprehensive data management strategies for organisations adopting LLMs.(98, 151)  410 

Frameworks, models, and metrics: The evidence suggested that integrating standards, governance and 411 

ethics into workflows and AI models could alleviate the burden on innovation, and allow organisations to 412 

effectively utilise, regulate and govern AI.(16, 51, 59, 79, 80, 117, 154) A key consideration is having clear AI 413 
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definitions to implement the necessary legal frameworks; developing fairness metrics for models; 414 

mitigating algorithmic bias; and implementing learning frameworks (e.g., IBM AI Fairness 360 (134)).  Several 415 

frameworks and models were found in the evidence to regulate and verify the adoption and 416 

implementation of AI, such as the AI Ethics Orchestration and Automated Response (EOAR) framework (99), 417 

to ensure regular audits and testing of models; using platforms such as Open Scale to define, monitor, and 418 

tune the ethical behaviour of IBM AI models(99); the 'Digital-Era Governance' model  for analysing the 419 

impact of digitalisation on administrations and(125); the International Science Council’s adaptive analytical 420 

framework (derived from the OECD AI Classification framework) which offers a comprehensive checklist 421 

for stakeholders to address AI impacts.(69) Other national-level efforts in this area included the UK 422 

Department for Science Innovation and Technology’s proposed regulatory framework for AI(11) to ensure 423 

responsible innovation and research-driven initiatives in the US and Europe (e.g., HPC-FAIR, AI4GOV 424 

project ) aimed at redefining and applying FAIR principles to maximise the impact of data investments and 425 

monitoring AI for bias or non-compliance. (78, 131) 426 

Enhancing big data analytics: Several cloud service providers were suggested such as AWS, Azure, and 427 

Google Cloud Platform (GCP) to enhance data management and AI-powered analytics in the financial 428 

sector, offering scalable, flexible solutions for handling large data volumes, enabling real-time decision-429 

making, and improving operational efficiency. (70) In addition, edge computing can pinpoint and locally 430 

process the data necessary for analyses, providing scalability, real-time data analysis, interoperability and 431 

confidentially for emerging ‘Internet of Things (IoT)’ (e.g., sensor and ICT-based) solutions.(71) 432 

Developments in Blockchain technology were also shown to assist AI algorithms in managing big data in 433 

healthcare, and can help monitor data and assess the integrity of analytical outputs. (97)  434 

Data standards and research tools: The evidence reported on the development and use of data standards 435 

for AI-driven research, as well as data-centric initiatives to promote AI data quality, facilitate big data 436 
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management in research, and ensure that data is more findable, accessible, interoperable and reusable 437 

(FAIR) across organisations, institutions and platforms. (50, 59, 60, 78-80, 154) For example, the FAIR4HEP 438 

collaboration promotes FAIR data principles for the reuse of experimental data within and between 439 

institutions(80); the Research Description Framework (RDF) provides semantic web standards for 440 

consistently describing, integrating and exchanging metadata (59); and a proposed computational 441 

framework for quantifying the FAIRness of AI models and adopting AI-ready datasets has been developed 442 

to enable AI-driven scientific discovery.(79) From a business perspective, knowledge graphs and semantic 443 

web standards were reported to enhance AI implementations by automating workflows and facilitating 444 

complex queries(132) and semantic web standards also ensure data compliance with FAIR principles, 445 

enabling efficient data governance and retrieval.(59) 446 

Technical infrastructure: The evidence provided important considerations for organisations who wish to 447 

be ‘AI ready’ in their capabilities(90, 94, 109, 127, 129, 138), such as upgrading outdated infrastructure, 448 

maintenance and management systems(3, 65); harmonising business processes; standardising and validating 449 

master data; and enhancing IT agility (e.g., by adopting Cloud) and ensuring, competitiveness, and 450 

resilience.(65) However, it was also evident that upgrading maintenance management systems requires 451 

adopting big data, cloud computing, and automation, managing vast data efficiently, addressing 452 

sustainability issues, and ensuring robust cybersecurity.(3) Investment in data availability, quality and 453 

careful evaluation of cloud resources for model training are also crucial (e.g., for implementing generative 454 

AI models) and adopting cloud-based solutions in particular (e.g., Cloudera, Azure cognitive services) is 455 

advantageous as these support routine tasks; expedite report preparation; enable quicker strategic 456 

decisions; and promote data democratisation.(65) 457 

Guidance on ethical AI: One of the key considerations from the evidence was for the need for countries 458 

and organisations to adopt ethical guidelines around AI tools, and LLMs like ChatGPT in research. (66, 107, 113, 459 
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117, 128, 131, 153) Several factors were mentioned around AI's capacity to manage and analyse large data 460 

volumes (also enhancing data integrity), the need for human oversight to mitigate risks (e.g., reputational, 461 

legal, and regulatory)(113); ensuring responsible use of AI in research funding and management(36); and  462 

ensuring the protection of democracies and the risks to human equality posed by big data models (e.g., 463 

bias against certain groups).(131, 134) Regulation and accountability in big data is essential, and there is a 464 

need for public sector organisations to consider the historical barriers to innovation; embrace 465 

technological changes; leverage data to meet public needs; and replace outdated systems.(28) However, 466 

any integrated AI solutions must uphold existing rules regarding data integrity, ensure proportional and 467 

transparent data collection, and maintain confidentiality of sensitive data (e.g., patient, public, and 468 

research data).(4, 51) Several regulatory efforts were reported, focusing on national AI model risk 469 

management frameworks, enhancing governance, and ensuring model lifecycle updates.(107) For example, 470 

The EU guidelines on ethics in AI, emphasises the need to ensure AI systems meet criteria for transparency, 471 

privacy, and fairness(4); the United Nations Educational, Scientific and Cultural Organization’s (UNESCO) 472 

recommend establishing a universal framework of ethical AI principles and actions(66); the EU’s AI4GOV 473 

project is developing a reference framework for ethical and democratic AI(131); and the AIDE Project 474 

(Artificial Intelligence in Healthcare for All), a UK and Japan collaboration to identify and address public 475 

concerns regarding AI use in healthcare.(130)  476 

 477 

Facilitating shared AI efforts  478 

In addition to the above, the evidence also strongly indicated that facilitation of shared AI efforts through 479 

collaboration and partnerships is important in achieving AI readiness and successful implementation in 480 

the research sector. Fostering transparency and shared learning between the key stakeholders in research 481 

(e.g., researchers; RFOs; academic institutions; public and private organisations; public representatives) is 482 
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crucial for a) understanding the real-world use for AI/ML in administrative research and research 483 

management practices, and b) enabling development of and access to solutions that can be transferable 484 

across several organisational and data management contexts.(10, 26, 28, 31, 33, 42, 121) The statements below (see 485 

Table 4) provide a summary around the importance of an open culture and shared AI efforts between 486 

organisations and sectors who have a role to play in research.  487 

 488 

Table 4: Summary of statements from the included articles on facilitating shared AI efforts in research.  489 

Key themes  No Statements  No. 
refs 

Promoting 
inter-sector 
and inter-

disciplinary 
collaboration 

in AI 

1 

Effective transformations are needed to address aspects such as data 
cycles, skills, workflow efficiencies, available technologies, and necessary 
partnerships to ensure return on investment, growth, and sustainable 
social and economic development. Collaborations between cutting-edge 
data science research groups and the wider science communities is not yet 
common practice.(54, 56, 58, 64, 66, 67, 70, 74, 76, 80, 82, 86, 88, 89, 94, 103, 105, 106, 108, 109, 125, 139, 

140, 144, 145, 147) 

26 

2 
The most successful organisations will strike the right strategic balance 
based on careful calculation of risk, comparative advantage, and 
governance.(4, 9, 27, 36, 42, 44, 51, 54, 57, 64, 65, 69, 70, 86, 90, 91, 93, 94, 102, 110, 120, 121, 145, 149) 

24 

3 

Organisations need to integrate diverse stakeholders into the development 
of AI systems to facilitate AI implementation, and to facilitate the co-
development of AI systems.(27, 44, 49, 64, 69, 76-78, 84, 85, 90, 94, 98, 100, 101, 103, 105, 107, 121, 

129-131, 145) 

23 

4 

Interdisciplinary collaborative development needs to be inclusive at three 
levels: human values, humans’ expression of intent and humans’ abilities to 
create sufficient solutions that are sustainable across the research 
ecosystem.(9, 17, 28, 36, 38, 44, 51, 57, 63, 76, 78, 88, 108, 116, 120, 121, 132) 

18 

5 

The AI field is currently dominated by private companies with profit 
incentives. There should be a public option designed to serve the public 
interest. There is constant pressure to improve efficiency, reduce costs, 
but the ability to use AI here is limited by costs of computational 
infrastructure and model development.(26-28, 39, 42-44, 46, 55, 56, 65, 75, 99, 100, 113, 125, 

149) 

17 

6 

Data information and sharing is critical for data management efficiency to 
improve societal demands, improve service delivery, and increase 
productivity (making it more dynamic and data driven).(26, 51, 53, 54, 64, 69, 74, 75, 

82, 86, 101, 103, 105, 121, 123, 128) 

16 
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Key themes  No Statements  No. 
refs 

7 

Seek opportunities to join communities of practice; FAIR initiatives across 
Europe and the US, establishing the implementation, and adoption of FAIR 
principles in research; A joint statement on the AI Safety Summit (2023) 
from Academy of Medical Sciences for a collaborative, interdisciplinary 
approach to define how AI is governed, developed, deployed and used 
safely and ethically;  US institutions (Stanford) supporting government 
efforts to build capacity to use AI through training initiatives; The Research 
Data Alliance guidance.(50, 59, 60, 74, 75, 78-80, 87, 99, 101, 105, 126, 127, 131, 133) 

16 

8 

Aging data infrastructures and architectures directly impact AI/ML’s 
sustainability performance. More than 75% of respondents stated that 
data architectures impact their sustainability performance.(50, 58, 61-63, 73, 76, 88, 

120, 147) 

10 

9 

AI implementation does not just happen. Organisations need a 
collaborative approach for the development of AI systems. i) integrate 
diverse expertise, ii) manage the translation of AI systems to business 
functions, iii) consider the workforce as an important stakeholder for AI 
implementation.(50, 53, 54, 57, 86, 94, 119, 141, 149) 

9 

10 

More attention is required on public sectors role as an AI user and not just 
as a facilitator or regulator of AI technologies (facilitating and stimulating 
AI application within their own management and administrative 
practices).(27, 28, 42, 121, 125) 

5 

Promoting 
leadership 

and support in 
data-driven 

practices 

1 

Not all AI/ML technology are suitable or worth pursuing. The focus needs 
to be on what digital technology/ transformation will provide the most 
value to the organisation (and not test/pilot multiple tools). Research 
organisations need to maintain trust, and assess the risks and security 
concerns of AI implementation.(9, 10, 16, 26-28, 36, 42-44, 49, 52-54, 57, 60, 61, 64, 68, 69, 71, 74, 

76, 88, 90, 91, 95, 98, 99, 101, 105-108, 116-118, 120, 122, 124, 127-131, 147) 

46 

2 
Whilst AI is often discussed in replacing or automating human activities, 
human resources and skillsets are invaluable in AI capability.(1, 9, 17, 26, 42, 46, 

51-54, 57, 64, 75, 79, 81, 84-86, 94, 95, 101-103, 108-123) 
40 

3 

Gaining insight into how AI and digital technologies will impact research 
and science culture, including the use and application of AI-assisted tools 
to assist with research is starting to emerge (particularly around predictive 
analytics and natural language processing) but is still limited.(2, 17, 26, 28, 36, 42, 

51-54, 60, 61, 64, 70, 72, 78, 80, 82, 84, 92, 94, 95, 105, 109, 110, 112, 121, 130, 145, 153) 

30 

4 

Opportunities to stimulate the adoption of innovations, possibly when 
accompanied with financial incentives or other rewards to enhance 
management support and/or credible leadership with a vision for 
integrating new solutions in administrative processes.(16, 17, 27, 28, 36, 44, 50, 52, 54, 

64, 65, 75, 77, 82, 86, 90, 93-95, 105, 110, 112, 116, 119, 139, 141, 145) 

27 

5 

Explore ways to train staff on emerging technologies at all organisational 
levels and acquire human talent with expertise in AI, Big Data, and data 
science (crucial for emerging technological change).(9, 27, 43, 53, 54, 76, 77, 79, 83, 86, 

94, 105, 109, 111, 114, 116, 119, 139, 147) 

19 
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Key themes  No Statements  No. 
refs 

6 

Data infrastructure needs to be well-designed, well-provisioned and well-
staffed to enable data flow and allow for valuable insights to data quality 
enhancements. Gathering insights from several sources, institutions and 
organisations normalises and standardises data (enhancing data 
consistency and comparability).(26, 28, 42, 50, 52, 64, 76, 78-80, 82, 86, 90, 93, 105, 121, 132, 151) 

18 

7 

When working with generative AI, context must be provided. Without 
context, AI is useless (e.g., receiving ChatGPT information that only dates 
back to 2021). If AI does not have the proper context to sift through data, 
then the data will be useless and the AI will be irrelevant.(9, 16, 39, 49, 53, 68, 75, 86, 

92, 102, 104, 108, 117, 132, 142, 151, 153) 

17 

8 

Data literacy, an ability to interpret and communicate with data, is crucial 
for effective data-driven decision-making in organisations. To enhance 
data literacy, organisations need to invest in training to educate staff 
about the value and usage of data. Investment in staff is required.(4, 27, 53, 54, 

64, 75, 90, 92, 101, 111, 112, 119, 137, 141, 153) 

15 

9 

All organisations and staff that develop, deploy, or operate AI should be 
accountable for the proper and accurate functioning; any AI operation 
should be transparent and explainable; AI technologies should be robust, 
secure, and safe throughout their entire lifecycle; AI technologies should 
be evaluated on a continuous regular basis.(42, 44, 61, 65, 66, 71, 95, 100, 103-105, 118, 119, 

123) 

14 

Promoting 
transparency 
and shared 

learning in AI 

1 

AI governance, ethics and security requires a diverse group of stakeholders 
to provide a balance between digitalisation and risk management (e.g., the 
risks of AI tools and controls in place to manage them), to regulate 
developments and impacts of how AI tools are being used and modified to 
meet organisational requirements.(27, 44, 49, 69, 75-78, 84, 85, 90, 94, 98, 100, 101, 103, 105, 

107, 109, 121, 129-131, 145) 

24 

2 

Open source initiatives and frameworks to support open and shared 
learning, powered by large technology companies such as Google, Apple, 
Amazon (e.g., Tensorflow, Apache’s Mahout, Spark).(2-4, 36, 39, 51, 53, 59, 60, 63, 64, 

72, 79, 80, 83, 86, 93, 95, 99, 101, 104, 128, 147) 

23 

3 

AI technology is still in the early experimental stage and there is a need for 
user validation, and investigative AI features are still at an early stage. 
More user validation and improvement with more annotated and testing 
data are required.(9, 52, 54, 60, 79, 97, 105-107, 109, 113, 114, 120, 121, 126, 147) 

16 

4 

A shared infrastructure with openly accessible data within and across 
organisations will require a significant cultural change. Data literacy and 
data strategies are key components to achieving ‘buy-in’ from all levels of 
the organisation.(17, 36, 50, 52, 61, 64, 75, 82, 86, 100, 105, 112, 116) 

13 

5 

Consider ways to manage unstructured data, place more emphasis on data 
infrastructure and architecture, assess ways to refine data using rigorous 
validation processes, regular reporting of effectiveness and areas for 
improvement, and consider multifaceted strategy as essential.(1, 42, 49, 52, 60, 

62, 64, 70, 76, 79, 86, 112, 151) 

13 
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Key themes  No Statements  No. 
refs 

6 

Peer-reviewed publications should be linked to data, AI models, and 
scientific software to reproduce and validate data-driven scientific 
discovery. Openness of data and code is essential for the research 
community (e.g., researchers, RFOs) to test/pilot existing algorithms and 
the opportunities to build on these and leverage AI-ready (FAIR) data.(17, 36, 

78-80, 109, 111, 116, 153) 

9 

7 

Understanding the needs and gaps in data and AI models can promote 
sharing of knowledge and expertise at a rapid pace and scale. 
Unfortunately, such developments in focused areas such as Research and 
Development are currently lacking.(9, 27, 53, 54, 76, 79, 95, 101, 109) 

9 

8 

Making use of open access publishing and platforms specifically for AI (e.g., 
F1000Research gateway) provides the opportunity for interdisciplinary 
publications and promotes research community alignment and a sharing 
research culture.(17, 36, 61, 78, 97, 98, 105, 116) 

8 

 490 

Developing organisational AI strategy:  From the evidence it was clear how understanding data value and 491 

trends is crucial for developing AI capability. Although understanding data requirements are closely tied 492 

to government policy (and initiatives), adherence to ethical standards, and availability of financial, 493 

knowledge and technical resources, there is a need for organisations to carefully consider AI solutions and 494 

develop data strategy plans that encompasses both AI and data management practices.(53, 92) Investing in 495 

data strategies, with the significance of data literacy requirements, a key consideration for organisations 496 

is the potential to invest in collaborations and partnerships to facilitate AI implementation.(26, 27, 53, 54, 64, 66, 497 

67, 70, 74, 86, 89, 94, 109, 119, 125, 139, 145, 147, 149) Digitalisation strategy plans need to identify key performance 498 

indicators and effective adoption of ethical AI business practices, which in turn should involve having the 499 

right organisational structure; an interdisciplinary working culture; communication; management support; 500 

training; appropriate measurement and reporting mechanisms; and enforcement.(9, 27, 43, 54, 76, 79, 83, 86, 94, 109, 501 

111, 114, 116, 139, 147) The evidence also suggested that AI application management and AI-driven platforms 502 

need to facilitate stakeholder interactions and continuously innovate in rapidly changing environments.(44, 503 

77, 98, 107) LLMs in particular require a strategic roadmap for effective integration, with careful assessment 504 

of applications, techniques, and regulatory considerations. In financial management, the strategic 505 
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roadmap should involve AI being implemented in stages and only follow once data management 506 

infrastructures have been upgraded.(50, 67, 90) 507 

Monitoring AI transparency: Strengthening accountability in AI (‘explainable AI’) requires human 508 

oversight and involvement throughout the model lifecycle, as well as engagement with internal 509 

stakeholders and AI users to avoid automation bias.(101) The development and adoption of explainable AI 510 

was mentioned across several organisational settings, with particular focus on the transparency and 511 

interpretability of AI technology.(61, 86, 95, 101, 103-105) For companies developing powerful AI systems (e.g., 512 

OpenAI), this means taking appropriate steps to involve independent members to ensure democratic AI 513 

governance and to prevent misuse.(104) Organisations, particularly in healthcare or research settings, need 514 

to ensure well-documented datasets for all AI technologies; identify user groups at risk of disparate 515 

performance or harm; justify appropriate dataset use; evaluate performance across groups; report 516 

limitations or misuse; and develop risk mitigation plans throughout the AI technology lifecycle.(26, 42, 52, 64, 517 

87, 104, 107, 151) The evidence also highlighted how model training and lifecycle development (e.g., for LLMs) 518 

need to explore incorporating FAIR data principles at every stage to generate FAIR-compliant datasets.(50, 519 

60, 74, 75, 78-80, 99, 101, 105, 126, 131, 133, 155)  520 

Increasing AI partnerships: Several initiatives and alliances were reported in the evidence, particularly 521 

around forming partnerships to ensure return on investment and sustainable social and economic 522 

growth.(64, 74, 86, 94, 103, 125, 139, 154) Public and private sector collaborations can offer comprehensive support 523 

solutions across various stages of AI implementation and co-develop AI systems that are intrinsically 524 

inclusive of human values and humans’ ability to create sufficient solutions that serve the public interest.(9, 525 

17, 26, 28, 42, 44, 51, 120, 121, 132) Initiatives such as the Responsible AI UK (https://www.rai.ac.uk/) and the European 526 

Commission’s joint Research Centre’s Artificial Intelligence Watch (https://ai-527 

watch.ec.europa.eu/index_en) were two examples seen in the evidence to enhance potential 528 
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collaborative partnerships as well as strengthen data management and administrative practices in 529 

research.  530 

Developing AI knowledge and skills: A key highlight from the evidence focused on staff training; staff 531 

development; career growth; and building talent that is adaptable to the rapidly changing technological 532 

advancements across and within different sectors and organisational settings.(50, 57, 86, 149) The evidence 533 

suggested how organisations need to invest time and resources into addressing the skills gap in order to 534 

successfully implement AI and understand the level of support required for the adoption of AI.(50, 53, 119) 535 

Although there was some evidence around the implementation and adoption of AI to streamline processes 536 

and reduce bias, data literacy and data strategies are key components to gain ‘buy in’ from all levels and 537 

sections of an organisation.(17, 64, 75, 112, 116, 119) Upskilling and offering AI education will be required across 538 

whole organisations, especially as AI-driven scheduling software and intelligent assistants are increasingly 539 

being implemented to reduce management and administrative burdens.(9, 37, 94, 134, 141) In educational 540 

settings, promoting knowledge around AI and adequate resources is required to support AI management 541 

and learning, facilitate staff willingness to adopt new digital skills and to reduce instances of unethical AI 542 

use that could have implications on academic integrity.(20, 153) In more business focused settings, data 543 

leaders are already capitalising on AI, or expecting increased interest and investment in AI technologies, 544 

by upskilling their employees in AI/ML, and focusing more on improving data literacy and data readiness 545 

for AI in future data strategy plans.(92)  546 

 547 

Evidence from funding and professional organisations in research 548 

To gain further insight into the priorities and positions of key funding and professional organisations with 549 

respect to AI, we reviewed 13 webpages of research organisations (See S3 Table: Key research funding 550 

and professional organisations on AI: announcements and activities). It was clear that several 551 
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organisations are initiating funding opportunities that involve AI, and this was particularly evident from 552 

organisations focused on healthcare. For example, the UK Research and Innovation’s (UKRI) funding 553 

opportunities to accelerate new treatments and therapies using AI technologies, and the NIHR and 554 

Wellcome funding schemes to support healthcare research involving big data 555 

(https://www.nihr.ac.uk/explore-nihr/funding-programmes/ai-award.htm). Several key areas were noted 556 

from the review of a purposive sample of relevant organisations, which are reported below.  557 

 558 

Ethical conduct: High on RFO’s agendas is ensuring responsible use and addressing the ethical challenges 559 

that AI presents, which had led some organisations such as the Canadian Institute of Health Research 560 

(CIHR) and UKRI councils to set up leadership groups and advisory committees in ethical AI/ML (e.g., 561 

Engineering and Physical Sciences Research Council (EPSRC), and the AHRC and Economic and Social 562 

Research Council (ESRC) have partnered to create a leadership team to drive the UK’s responsible and 563 

trustworthy (R&T) AI agenda). Other RFOs, like UKRI’s Arts and Humanities Research Council (AHRC) and 564 

the Academy of Medical Sciences (AMS), are exploring ways of including ethics in the research and 565 

development of AI technology, recognising the need for strengthening collaborations and partnerships 566 

with other organisations and technical experts to ensure that AI is used safely, effectively and ethically.  567 

Security and confidentiality: Another area high on RFOs agenda focuses on security and confidentiality of 568 

personal data when using AI tools for peer review or grant applications. As a result, a joint statement from 569 

the UK’s Research Funders Policy Group, which include Wellcome and the NIHR, issued caution against the 570 

application of LLMs such as ChatGPT. The National Institutes of Health (NIH) have gone further by 571 

prohibiting peer reviewers from using any AI technologies for analysing or formulating their reports on 572 

grant applications and contract proposals (e.g., NLPs, LLMs and other generative AI tools). In a response 573 

to these concerns, several organisations such as the UKRI’s Challenge Fund are supporting service 574 

industries to use AI and data analytics in the security of their computer infrastructure.  575 
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Equitable AI: Preventing and mitigating biases were mentioned by several RFOs like the CIHR, who 576 

highlighted in a report from the AI for Public health Equity Workshop in Toronto planned efforts to promote 577 

equitable AI and equip public health sectors in Canada with new methods to advance health equality as a 578 

priority area (Public Health: IPPH Strategic Plan 2022-2026). The Gates Foundation are also focusing on 579 

access and equity in AI work and have established a task force to ensure AI usage is safe, ethical and 580 

equitable worldwide. Furthermore, the NIHR have announced their Artificial Intelligence and Racial and 581 

Ethnic Inequalities in Health and Social Care funding call to conduct work ensuring that AI research meets 582 

the needs of ethnic minorities (https://www.nihr.ac.uk/explore-nihr/funding-programmes/ai-award.htm). 583 

AI knowledge, skills and resources: Although, several RFOs highlighted how they are assessing the need 584 

for staff to enhance their research skills through interrogation of AI, they are addressing this in different 585 

ways. For example, the NIHR ARC North Thames Academy have set up an AI in Systematic Reviews 586 

Masterclass for healthcare and government staff (https://www.arc-nt.nihr.ac.uk/news-and-587 

events/2024/feb-24/the-use-of-artificial-intelligence-ai-in-systematic-reviews-masterclass/),  while the 588 

NIHR CRN have developed an AI e-learning course in partnership with Imperial College London 589 

(https://www.nihr.ac.uk/news/artificial-intelligence-e-learning-launched-for-researchers/31387).  590 

Big data in research: The Association of Research Managers and Administrators (ARMA) first national 591 

survey of research offices predict that research management practices are poised for increased use of AI 592 

and big data in the near future. Similarly, the Cancer Research UK’s (CRUK) Grand Challenges Fund 593 

demonstrates that researchers are also looking to harness big data and AI for medical data analytics for 594 

early detection and treatment of cancers. On a larger scale, the EU has announced a Digital Strategy to 595 

establish standards in data and invest in AI, while major funders such as the NIH are establishing data 596 

science and AI programmes to design and develop intelligent data-driven AI-based medical screening 597 

tools. 598 
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Public scrutiny: Several organisations have examined the use of and implementation of AI to ensure that 599 

the public’s best interest are protected when using AI, while also considering (where applicable) 600 

regulations such as the EU Act (e.g., the European Commission AI Watch monitor the development, uptake 601 

and impact of AI across Europe through a regulatory framework based on human rights and fundamental 602 

values). Outside of the EU, the Gates Foundation are in efforts to make AI technology broadly accessible 603 

to all to transform how people communicate, work and learn, and the Joseph Rowntree Foundation are 604 

coordinating discussions around harnessing AI for public good. Other examples of promoting public 605 

scrutiny in AI include the Association of Medical Research Charities (AMRC) and their annual Benevolent 606 

AI award to help accelerate new treatment and therapies using AI, the CIHR have two initiatives through 607 

their Transforming Public Health IPPH Strategic Plan and AI Public Health Equity Workshop,  and the NIHR’s 608 

plans to apply real-time operational modelling to maximise care pathways 609 

(https://www.uclhospitals.brc.nihr.ac.uk/criu/research-impact/artificial-intelligence-and-machine-610 

learning).  611 

 612 

 613 

DISCUSSION  614 

With this review, we addressed the complexities surrounding AI-powered digital transformation, drawing 615 

on evidence from a range of sectors, user contexts and AI application domains to highlight current and 616 

emerging applications of AI, their potential benefits, and the key considerations and risks for RFOs.  Much 617 

of the evidence was solution-focused, using either tools, frameworks, models or general 618 

recommendations on how to prepare for and implement AI across diverse organisational contexts. A good 619 

proportion of the literature was from original research or research perspectives published in peer 620 

reviewed academic journals. By using a classification framework to capture the utility and potential, and 621 

considerations and risks of AI(6, 7), we identified key aspects for RFOs who are already in the process of, or 622 
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are looking towards, adopting AI/ML within their organisation (or for their research or funding activities). 623 

In doing so, we also identified a compelling body of evidence indicating the need for more shared efforts 624 

in AI, and the importance of an open and collaborative culture between research stakeholders and 625 

communities of interest to improve AI capabilities, knowledge, and organisational strategies.(26, 28, 42, 50-54, 626 

60, 64, 78, 94, 95, 101, 121, 143) It was clear from the evidence that organisations are leveraging AI to build strategic 627 

capabilities, seek opportunities to remain competitive, and find ways to enhance consumer experiences. 628 

For sectors like research, this area of digital transformation has been comparatively slow, due to the 629 

hesitancy around ethics and regulation, and the uncertainty around AI’s utility and the capabilities 630 

required for AI implementation. However, the level of hesitancy from RFOs is largely the result of a lack of 631 

clarity around AI-driven transformation, concerns around the ethical and societal implications of AI, and 632 

the need for more empirical evidence to develop governance frameworks, models and guidance to enable 633 

the responsible use of AI for data management in the public sector.(54)   634 

 635 

 636 

Current and emerging use of AI 637 

Adopting and successfully implementing AI is complex, particularly when comparisons are made between 638 

the private sector (the ‘facilitator’ of AI) and the public sector (seen as the ‘regulator’).(26, 28, 42, 121) Added 639 

to the complexity is the need for organisations to assess the relative merit and effort required to 640 

implement AI technologies, which are particularly important in considering the readiness and capabilities 641 

of AI, and what is needed to address the unique challenges of AI adoption.(9, 28, 51-53, 64, 92, 94, 121) 642 

 643 

A large proportion of the evidence was relevant to the research sector, particularly around improving the 644 

quality of research data management (making it FAIR and verified for AI/ML training), offering important 645 

considerations for RFOs who collect research data to monitor and report on the impacts of funded 646 

 . CC-BY 4.0 International licenseIt is made available under a 

 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted September 26, 2024. ; https://doi.org/10.1101/2024.09.26.24314280doi: medRxiv preprint 

https://doi.org/10.1101/2024.09.26.24314280
http://creativecommons.org/licenses/by/4.0/


40 
 

research (for accountability and to secure further investments). RFOs manage high volumes of data both 647 

directly from awards and from other sources, and they engage in analytics to manage, monitor and 648 

evaluate their organisations funded portfolio. The evidence has shown the potential benefits and 649 

capability of AI, and how it could enhance efficiency and insights in these processes, particularly with ML. 650 

Standardising research data management and improving the quality of research data is needed to ensure 651 

accuracy of ML models applied to business and research processes, and ultimately the success of 652 

outcomes. However, it is also important for research in the wider context, based on reports of increasing 653 

research bureaucracy caused by lack of alignment in standards and data systems in digital research 654 

environments.(12, 13, 50, 76, 78-80, 132, 151, 154, 156) 655 

 656 

The focus of the available evidence on AI in research for academic use may be explained by the fact that 657 

this is where AI is mostly used due to free access tools such as ChatGPT(6, 18, 20, 153, 157), and subsequently 658 

raises several ethical concerns (e.g., data storage, data privacy and security, and the use of information). 659 

Although several efforts were noted from the literature(26, 101, 107) (e.g., ‘Explainable AI’ techniques such as 660 

LIME and SHAP) these may not necessarily anticipate all ethical and governance issues that may come up 661 

when AI is used more widely across public administrations (where accountability and public perception is 662 

more crucial).(9, 26, 27, 43, 87, 90, 101, 111, 154) RFOs require high quality evidence to inform their own practices with 663 

regards to the adoption, implementation and capability of AI use, particularly when some funding 664 

organisations are taking a position on the use of AI during the funding application process (e.g., peer 665 

review and grant writing).(10-12, 24, 32, 36, 79, 158) 666 

 667 

Potential benefits of AI for RFOs 668 

To gain a comprehensive picture of the AI landscape, we considered existing AI applications, new 669 

developments in technologies and emerging uses for AI that could be applied to organisational contexts 670 
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in research (e.g., research data management and administration). There was emphasis on exploring how 671 

AI could be leveraged to reduce research bureaucracy, particularly administrative burden for RFOs, based 672 

on widespread reports of increasing pressures in research to demonstrate impact and value of 673 

investment.(31, 32) However, the increasing effort also extends to researchers, where most data 674 

management processes are manual and time-consuming.(98) AI implementation could have the potential 675 

to reduce prompt-like queries, and develop Edge AI applications and NLP models for human-AI interaction 676 

to shift towards enhanced insight and reduction in burden for researchers.(53)  Despite the advantages of 677 

AI applications though, they are not a replacement for human intelligence or critical thinking; they are 678 

tools to encourage more streamlined approaches to data management, research and educational 679 

processes.(53, 120) 680 

 681 

It is also particularly challenging for RFOs, given the rapid speed of AI/ML development, to address issues 682 

around performance, fairness, bias (e.g., ‘AI hallucinations’ which is when AI models generate incorrect, 683 

misleading or provide false information) and maturity of AI technologies. There are increasing efforts 684 

focusing on the integration and capability of AI,  such as the Responsible Artificial Intelligence UK 685 

(https://rai.ac.uk/) and the European Commission’s Joint Research Centre’s Artificial Intelligence Watch 686 

(https://ai-watch.ec.europa.eu/index_en), which could facilitate and foster greater reliability for the 687 

adoption and implementation of AI in research data management.(27, 28, 42, 43, 106, 116, 121, 154) Solutions are still 688 

needed to not only manage the current demand placed on RFOs, but also where AI/ML tools could serve 689 

organisations and the wider research community (e.g., by reducing duplication and facilitating monitoring, 690 

reporting and evaluations) (see Box 1 for a summary of the evidence on the key considerations for 691 

optimising AI implementation for RFOs).  692 

 693 

[Insert] Box 1. Future considerations for AI implementation for research funding organisations  694 
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 695 

Considerations and risks of AI for RFOs  696 

Concerns over current data quality, data management practices, and the implications for AI/ML model 697 

accuracy and effectiveness, are common across sectors, organisations and disciplines. (78, 134) The overall 698 

risk with using systems that are inaccurate, biased, or compromise human rights (e.g., privacy, 699 

accountability, security) is that users and leaders will lose trust in AI and not look to harness potentially 700 

useful technologies that could reduce the burden on innovation.(123) Although, the negative outcome can 701 

be avoided by ensuring human involvement throughout the AI model lifecycle, it is imperative for 702 

stakeholders and end-users to be actively involved in decision making throughout the initiation, and 703 

development of establishing systems for monitoring and evaluation purposes.(92)(see Box 2 for a summary 704 

of the evidence on the key considerations to develop trust in AI implementation) There are also 705 

requirements for regulatory efforts to ensure safe and responsible AI innovation, particularly due to ethical 706 

and governance concerns around data integrity, data collection and confidentiality. Data initiatives and 707 

insight are constantly shifting (and at a rapid pace) and there is a clear drive for organisational and 708 

government strategies to engage in the long-term sustainability of AI technologies.(4, 91, 93, 146) These 709 

investments in AI are predicted to be long-term and sustainability should not be overlooked by focusing 710 

on cost alone. (150) Moreover, integrating AI technologies requires new initiatives to modernise existing 711 

research data management practices; whilst that may come at a cost, it will inevitably produce greater 712 

efficiencies and optimise reduction in operational costs resulting in longer term efficiency gains for RFOs.  713 

 714 

[Insert] Box 2. Future considerations for developing trust in AI implementation  715 

 716 

Shared AI efforts across sectors  717 
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There was a particular emphasis on the need to promote openness and transparency through 718 

communities of interest (e.g., different sectors, settings and organisations), particularly when there is a 719 

need to reduce the burden on innovation, and facilitate trust with AI technologies.(16, 81, 83) Facilitating and 720 

fostering transdisciplinary collaborative opportunities across diverse cultural domains could offer greater 721 

reliability of potential applications and promote a more collaborative, data-driven approach to further 722 

advance the adoption, capability and implementation of AI/ML technologies (from a collective viewpoint 723 

rather than from one organisation) (see Box 3 for a summary of the evidence on the key considerations 724 

around shared AI efforts). According to the International Science Council, there is an ontological gap 725 

between AI principles and their integration into regulatory and governance frameworks, requiring a 726 

systems approach that includes the scientific community and considers the broader implications of AI for 727 

science and society.(69, 78) Effective regulation will necessitate risk-informed decision-making across 728 

multiple layers and stakeholders, including RFOs. The adaptive analytical framework could serve as an 729 

example for RFOs as they assess multiple layers of impact and are looking to develop a more systematic 730 

approach to monitoring and reporting outputs, outcomes and impacts.(69, 78) 731 

 732 

With much of the literature in the data science space, RFOs may need to assess and consider how to upskill 733 

their workforce and seek collaborations with software companies and data science experts/ML 734 

researchers.(9, 27, 54, 76, 83, 86, 94, 105, 109, 111, 139, 147) Organisations could also engage with data scientists for AI 735 

expertise and to post-process their datasets, (clean, assemble and validate the data). Where AI is 736 

experimentally used on imperfect data, this reduces some processing effort and guides future data 737 

collection practices. These shared decision-making and learning practices across sectors could ultimately 738 

help foster and drive business performance and transformation, and by implementing strategies to 739 

enhance data management would be a competitive advantage in today’s data-driven world.(26, 28, 42, 79, 80, 90, 740 

93, 105, 121, 132, 151) 741 
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 742 

[Insert] Box 3. Future considerations for shared AI efforts  743 

 744 

Study strengths and limitations  745 

The main strength of the review was the extensive coverage of sectors across varied organisational settings 746 

and including a review of 13 research funding and professional organisations. Using a framework to map 747 

the evidence provided a clear interpretation of where and how AI has been and is being applied and 748 

adopted across a range of settings to determine the potential benefits and opportunities, and 749 

consideration and risks associated to implementing AI technology for RFOs. However, a limitation to the 750 

review was that scoping reviews are restricted to only mapping the evidence and do not assess the quality 751 

or risk of bias of the literature. Although we mapped the evidence by research methodology (e.g., original 752 

research, perspective, review) due to the wide scope of the review (not limited to a particular sector, 753 

discipline or field) it was clear how some research methodologies were not as developed or consistently 754 

defined as one would expect in healthcare or food and environmental settings. The review only covered a 755 

three-year period due to the rapid pace of evolving evidence (also noting that literature published prior to 756 

2022 was more conceptual and focused on algorithm development only), which could also be seen as a 757 

limitation to the review. Although, there was some international coverage from the included articles, the 758 

majority were from Europe and Americas, which could have introduced regional biases. However, it could 759 

also be that there was a lack of evidence from these regions, given the coverage of the databases and grey 760 

literature searches.   761 

 762 
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Conclusions  763 

Big data and AI has been a subject of intense public debate, but when it comes to applications and 764 

considerations for RFOs there was a clear evidence gap in the literature. This review has provided a 765 

‘snapshot’ of the current evidence, across diverse sectors and settings, at a time when RFOs have been 766 

undergoing digital transformation and reviewing efforts to address research bureaucracy and barriers to 767 

collaborative and unified research management practices.(31, 32) Whilst previous research has focused on 768 

the interoperability in collection of research data, use of platforms, compliance and reporting 769 

requirements, there are still areas of concern to reduce current research burden (inclusive of researchers, 770 

institutions, funding organisations), which could also unintentionally introduce or increase administrative 771 

efforts.(33) However, in order for RFOs to be good custodians of public money, there will always be some 772 

form of administrative effort required around monitoring and reporting, in order to demonstrate the 773 

tangible value and benefit of research (from both RFOs and researchers).(26, 28, 42, 54, 121) Adopting and 774 

employing technological advances such as AI/ML could be a solution to change the research funding 775 

landscape. However, due to the nature of RFOs, and the increasing emphasis on accountability, societal 776 

impact, research integrity and transparency, there is a need to consider the published evidence around AI, 777 

with specific emphasis on its application, potential, and associated risks in the context of funding activities.  778 

With the increasing rise of digital transformation, advanced analytics and data-driven decision-making 779 

means a concerted research effort into understanding the opportunities, capabilities and risks of AI is 780 

needed more now than ever. Collaborative efforts are required to ensure such technologies are not only 781 

accessible and ethical but also support adequate advancements within organisations across different 782 

sectors to prepare, educate and train both staff, wider customers and users of AI in the long term. 783 
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Box 1. Future considerations for AI implementation for research funding organisations   

• Harnessing AI for efficiency and innovation in research, and ensuring its 
responsible use across research contexts, requires a multifaceted approach 
and commitment from all relevant sectors and organisations, including the 
AI/ML experts and industries (e.g., Amazon, Google, Meta, Microsoft and 
OpenAI) that develop AI tools.  

• Industry 4.0 has revolutionized organisational processes and capabilities, with 
big data and advancements in AI (ML, LLM, NLP, IoT) now offering practical 
business solutions and insights to assess the need to improve AI capability 
within organisations (not just focusing on AI capability, but also the 
consideration of the fragility of the AI capability). 

• Edge AI applications offer a solution for AI explorers, looking to develop and 
explore possibilities and siloed structures, allowing for data privacy and security 
and mitigate against concerns on data accessibility. 

• The growth and speed at which AI has advanced over the last few years 
demonstrates the need for embedding openness, transparency, and curation 
for digital transformation. 

• AI technology can have the potential to reduce research data management and 
administrative burden, enhance productivity and free up time to dedicate and 
redirect focus and attention to value-added activities that require complex 
decision-making. 

• With the adoption of AI, it is important to consider the productivity of AI but also 
transformational AI (e.g., the creativity and competitive advantage by 
completely reforming processes and enabling new systems such as moving to 
the cloud to enhance integration and interoperability).  

• Lack of understanding of the value, impact, and sustainability of AI adoption 
remains a significant gap in the evidence. There is a need for evaluation 
studies to understand whether AI technologies/ AI-enabled innovations can 
achieve the intended goals, and help to build trust in the use, applicability, and 
adoption for the application of AI for RFOs. 
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Box 2. Future considerations for developing trust in AI implementation  

• Ensuring best practice by following the latest developments and evidence in the 
ethical and responsible use of AI. 

• Working with other funding organisations and government departments to 
further develop guidelines in AI Ethics and Governance, determining where 
they should be tailored to organisations or sectors and where establishing 
universal standards is needed and feasible.  

• Developing in-house protocols and risk assessments for assessing where 
automation and AI can best support human tasks, increase efficiency, or 
enhance decision-making. 

• Developing in-house monitoring systems (and metrics) to ensure transparency 
and fairness of AI models and to avoid systemic biases.  

• Develop strategies to ensure compliance of research data with FAIR principles 
in line with other funding organisations such as Cancer Research UK and the 
National Institutes of Health. 

• Build on existing capacity and capabilities to enable AI data preparation, model 
testing and implementation, where needed bringing in experts in data science 
and data management and ML/AI.  
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Box 3. Future considerations for shared AI efforts   

• Develop partnerships to be able to explore the strategic and organisational 
challenges around the use and implementation of AI for research funding 
organisations, paying particular attention to establishing greater community 
participation with a long-term investment. 

• The benefits of AI and ML will remain limited to research funding organisations 
and institutions unless more research explores the interpretability of the 
effectiveness of AI (including the implications for several stakeholders such as 
staff, researchers, end users and the public). 

• AI and data literacy requirements and training are required to understand the 
broader context and content about the application of AI (AI literacy framework).  

• Develop and seek opportunities to experiment and pilot where AI can be 
applied to specific processes and systems in research management practices 
(including regular evaluation and interrogation on these technologies).  

• Seek to establish a framework for responsible use of AI/ML in research 
management practice to enable funding organisations to be aligned and have a 
unified approach in business process (understanding that there will be 
variations across funding organisations). 

• Promote openness and transparency through communities of interest and seek 
to share practices across funding organisations to enable greater transparency 
and generalisability. 
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