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Abstract 

Background: The use of Large Language Models (LLMs) has exploded since November 

2022 but there is sparse evidence regarding LLM use in health, medical and research 

contexts. 

Objective: To summarise the current uses of and attitudes towards LLMs across the clinical, 

research and teaching contexts in our campus. 

Design: We administered a survey about LLM uses and attitudes. We conducted summary 

quantitative analysis and inductive qualitative analysis of free text responses. 

Setting: In August-September 2023, we circulated the survey amongst all staff and students 

across our campus (approximately n=7500), a fully integrated paediatric academic hospital 

and research institute. 

Participants: We received 281 anonymous survey responses. 

Main outcome measures: We asked about participants’ knowledge of LLMs, their current 

use of LLMs in professional or learning contexts, and perspectives on possible future uses, 

opportunities, and risks of LLM use. 

Results: Over 90% of respondents have heard of LLM tools and about two-thirds have used 

them in their work on our campus. Respondents reported using LLMs for a range of uses, 

including for generating or editing text and exploring ideas. Many, but not necessarily all, 

respondents seem aware of the limitations and potential risks of LLMs, including privacy and 

security risks. Various respondents expressed enthusiasm about opportunities of LLM use, 

including increased efficiency.  

Conclusions: Our findings show LLM tools are already widely used on our campus. 

Guidelines and governance are needed to keep up with practice. We have developed 

recommendations for the use of LLMs on our campus using insights from this survey. 

 

What is known: 

The known: The use of Large Language Models (LLMs) has increased rapidly since the 

introduction of ChatGPT in November 2022. 

The new: Most survey respondents are aware of, if not using, LLMs in their work across our  

hospital, research, and university campus. Diverse uses were reported, including generating 

or editing text and exploring ideas. There were varying attitudes towards LLMs. Perceived 

risks included privacy and security risks. A key perceived opportunity was increased 

efficiency. 

The implications: LLM tools are already widely used on our campus, highlighting the need 

for guidelines and governance to keep up with practice.  
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A survey of Large Language Model use in a hospital, research, and teaching campus 

1. Introduction 

Large Language Models (LLMs) are computational models trained on huge amounts of text 

to recognize and mimic nuanced patterns in human language, allowing them to receive 

multimodal prompts and generate responses approximating human performance on many 

tasks (1,2). The performance, public availability and awareness of LLMs increased 

dramatically after the introduction of ChatGPT in November 2022 (1), leading to extensive 

use in professional and learning settings. This has led to unprecedented challenges in 

ensuring LLMs are used in responsible and ethical ways (e.g., (3,4)), accentuated by their 

typically opaque nature and frequently undocumented use in workplaces (5). While the use of 

these tools presents opportunities for efficiencies and innovations in administrative, clinical 

and research settings, concerns about clinical, research and education applications of LLMs 

include confidentiality and privacy concerns, inaccuracies, hallucinations (generation of 

content that is not real), medical liability, biases embedded within models and a lack of 

accountability or transparency in how LLMs make decisions (6–8).   

The Melbourne Childen’s Campus is a fully integrated paediatric academic hospital and 

research institute. While anecdotally it appeared LLMs were used frequently throughout the 

Campus in clinical, research and teaching contexts, we did not previously have evidence of 

how prevalent this was and in exactly which contexts and for what purposes LLMs were 

used. We also did not have evidence of the attitudes towards LLMs in our contexts. 

Furthermore, we wished to understand whether the domains of clinical care, research and 

teaching presented any differences or similarities in relation to LLM use, risks and 

opportunities. Such evidence would help support better governance of LLM and broader 

Generative Artificial Intelligence (GenAI) use and integration across our Campus. Whilst 

expert viewpoints and reviews on LLM use and opportunities have been reported for medical 

education (9–12), drug discovery, (13,14) and higher degree research (15), there is sparse 

evidence for them in the context of an integrated specialist paediatric academic hospital and 

research campus. 

1.1. Objective 

We aimed to summarise the current uses and attitudes towards LLMs in our Campus across 

the clinical, research and teaching contexts. 

2. Methods 

2.1. Context 

Our Campus spans a paediatric hospital, children’s medical research institute, and paediatric 

university department in a metropolitan, Australian city. The paediatric hospital is a 

quaternary hospital with over 6000 staff and 350 beds. The medical research institute 

employs over 1800 researchers working across 150 diseases and conditions affecting 

children. The university paediatric department comprises over 70 academic staff, 15 

professional staff, 150 graduate research students, and over 400 Honorary staff members. We 
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estimate there are approximately 7500 staff and students across the Campus, although, many 

have joint affiliations across the three partners. 

2.2. Qualitative approach 

Based on our objective of generating insights from participants across the Campus, we 

followed a systematic grounded theory approach. We circulated a survey amongst all staff 

and students across our Campus to gather information about current uses, expected future 

uses, opportunities, and risks of LLM use in clinical, research, and teaching and learning 

contexts. The survey is available in Appendix 1. As most questions on LLM use and attitudes 

were open-ended, we followed the Standards for Reporting Qualitative Research (SRQR) 

(16). 

The researchers involved in the survey design, data collection, and data analysis were 

comprised of a Working Group assembled to assess the current state of LLM use in academic 

child health and identify opportunities and challenges for the future. The group’s positions 

and expertise are broad, spanning early and senior researchers, clinicians, informaticians and 

data scientists, and leadership, as well as child clinical care consumer representatives. 

2.3. Participants 

All staff and students across our Campus were eligible to participate. This spans clinicians, 

health and medical researchers, postgraduate researchers, data scientists and administrative 

and support staff. 

This quality improvement project received quality assurance approval from the Royal 

Children’s Hospital Research Ethics & Governance Office (100638). 

2.4. Survey design 

We developed a survey based on an iterative discussion between members of the Working 

Group. MS drafted survey items based on the group discussion. It was then piloted with the 

Working Group and refined until the group was satisfied. During this process we referred to a 

survey of GenAI use in commercial entities (17). 

2.5. Data collection methods 

We created a web-based survey using LimeSurvey (https://www.limesurvey.org/). We 

distributed the survey via various mailing lists across the Campus, estimated to have reached 

about 1000 clinical staff, 1800 researchers and 100 students. The survey was open for a 

period of 4 weeks (28th August to 22nd September 2023). 

2.6. Data processing and analysis 

Data were deidentified and aggregated and distinctive written text paraphrased to avoid 

identification. We performed statistical analysis of descriptive and quantitative data using 

Microsoft Excel. We did not perform any inferential statistics. 

We analysed free text responses using inductive analysis in NVivo 14 (18). The data were 

coded evenly by GLD and LG. First, GLD coded a segment of the data and established initial 

 . CC-BY 4.0 International licenseIt is made available under a 
perpetuity. 

 is the author/funder, who has granted medRxiv a license to display the preprint in(which was not certified by peer review)preprint 
The copyright holder for thisthis version posted September 12, 2024. ; https://doi.org/10.1101/2024.09.11.24313512doi: medRxiv preprint 

https://creativecommons.org/licenses/by/4.0/
https://www.limesurvey.org/
https://doi.org/10.1101/2024.09.11.24313512
http://creativecommons.org/licenses/by/4.0/


6 

 

© 2024. This manuscript is made available under the CC-BY license https://creativecommons.org/licenses/by/4.0/  

codes and definitions. The remaining data were single coded by GLD or LG, who added new 

codes and definitions as needed. The definitions of codes were refined by discussion. After 

coding, GLD conducted an inductive thematic analysis of the codes. The resulting themes 

were reviewed and approved by LG and NP. 

For the purposes of establishing a timely overview of the current uses and perceptions of 

LLM use in our campus, we deemed it sufficient to single code the data. 

3. Results 

3.1. Summary statistics 

We received 281 survey responses. Most respondents had an affiliation with the hospital 

(n=174), many with the research institute (n=131) and fewer with the university department 

(n=85) (many respondents have more than one affiliation, so these numbers exceed total 

respondents). Over half reported having a clinical role (n=158), half in research (n=140), 

about one quarter in teaching (n=75) and a tenth in data services (n=27) (again, respondents 

can work in multiple capacities). 

Respondents were asked to report what best described their level of experience. Most 

identified as ‘senior’ (senior, fully qualified, post-doctoral, senior data analyst or developer; 

n=201) and fewer as ‘junior’ (junior, trainee,  student, junior data analyst or developer; 

n=56).  

3.2. Quantitative results 

Over 90% of staff were familiar with LLM tools, most commonly ChatGPT. Regarding use 

of LLM tools, 64% reported current or previous use of any LLM tool in their work. Figure 1 

shows respondents’ reported familiarity with and use of specific LLM tools. The vast 

majority was ChatGPT (GPT3, 63%; GPT4, 19%). There was also some use of Grammarly 

(24%) and Microsoft Bing Chat (7%) and very small numbers reported using any other tools. 

In addition, some people reported having heard of but never using ChatGPT (GPT3, 28%; 

GPT4, 16%) or Grammarly (40%). Some had heard of but never used Microsoft Bing Chat 

(23%), Google Bard (15%) or GitHub Co-pilot (10%). Very small numbers reported 

familiarity with other tools. 
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Figure 1. Reported familiarity with and use of LLMs. Dark represents use of the LLM tool, 

light green familiarity with but no use of the tool, and grey no use of the tool 

3.3. Qualitative synthesis 

The responses suggest a wide array of current LLM uses in clinical and research settings. 

Respondents seemed mostly very aware of potential benefits of the use of LLMs but also of a 

range of possible risks. 

3.3.1. Current and future uses 

A substantial number of respondents reported using LLMs for generating content (e.g., 

generating or editing text). See Table 1 for example quotes for the themes we describe here. 

Other uses included knowledge support (e.g., exploring ideas, identifying areas of 

improvement or help writing programming code), or data processing (e.g., data analysis, 

extraction, management, or interpretation) and using LLM as an information source or to find 

information sources. Relatively few reported using LLMs for Natural Language Processing or 

administrative tasks. Various respondents also reported no current use of LLMs, as reflected 

by the quantitative results.  

Respondents frequently identified potential future uses related to generating text, which 

matches currents uses of LLM. Respondents also frequently foresaw that LLMs could be 

used in future for clinical decision support, research activities like data analysis or computer 

programming and teaching activities like generating learning materials, grading and 

reviewing and developing human skills. 
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Table 1. Example quotes from key themes of current and future uses of LLMs 

Theme: Code Quote (career level, affiliations) 

Current uses  

Content generation: Text 

generation, research support 

“I have used them to summarise research papers” 

(junior; research) 

“generate titles for articles/abstracts/presentations” 

(senior; research) 

Knowledge Support: Clinical 

Decision Support 

“Symptom/sign input to generate a list of differential 

diagnoses” (junior; clinical, research, teaching & 

learning) 

Data Processing: “As English is my second language, it helps me enhance 

the clarity and professionalism of my notes and letters” 

(senior; clinical) 

Information Source: Seek info 

sources 

“helped in getting information sources rather that get 

the information itself” (junior; clinical, teaching & 

learning 

Future uses  

Content Generation: Text 

generation, comms 

“Translation of clinic letters/fact sheets into other 

languages” (junior; clinical) 

Content Generation: Text 

generation, research support 

“Haven't used anything yet but can envisage using AI 

for first drafts for literature reviews, consents, reports” 

(senior; research) 

Content Generation: Text 

generation, teaching activities 

“Generation of learning materials on specific topics” 

(senior; clinical, teaching) 

Knowledge Support: Clinical 

Decision Support 

“Could also be used in triaging patients - entering in 

symptoms/signs etc to expedite accurate triage prior to 

clinical assessment” (senior; clinical) 

Data Processing: Data Analysis 

from Queries 

“analysis of large data sets to look for answers to 

science / health / research questions to support policy 

changes and implementation, new / updated clinical 

practices, new treatment options, new diagnosis, 
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understanding disease conditions, etc” (senior; 

research) 

Knowledge Support: Computer 

Programming 

“Help with data analysis and syntax for statistical 

programs” (junior; research, teaching & learning) 

Increased Efficiency: Grading 

and reviewing 

“help with grading” (senior; teaching) 

Knowledge Support: Human 

skills 

“students will use it, so we need to make sure we train 

them how to. Train how to be critical users” (senior; 

teaching) 

 

3.3.2. Opportunities and risks 

The primary opportunity identified by respondents was efficiency, for instance, saving time 

or requiring few resources. See Table 2 for example quotes for the themes we describe here. 

Some respondents saw opportunities to expand human skills using LLMs. Some reported that 

using LLMs could result in higher quality and more accurate outputs, although there were 

more reports of the risk of lower quality and accuracy. 

The main risks identified related to privacy, intellectual property (IP), security, integrity and 

public trust, particularly by clinical or research respondents. Low accuracy was also a 

common risk reported by respondents across all three affiliations. Many teaching and 

learning respondents (i.e. educators or students) indicated their concern that LLM outputs are 

likely to be of lower quality.  

After these risks, other risk themes were identified infrequently but included the risk of 

misinterpreting or uncritically using LLM output, integrity risks, low transparency and 

oversight for appropriately using LLMs and loss of human skills when relying on LLMs. 

Table 2. Example quotes from key themes of opportunities and risks of LLMs 

Theme: Code Quote (career level, affiliations) 

Opportunities  

Efficiency: Time saving “It helps me to summarise my own and others' documents and 

also to rewrite them in particular styles - it can really cut 

down time” (senior; research & teaching) 

“saving significant time on writing, more time on answering 

important research questions” (senior; clinical, research & 

teaching) 
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Efficiency: Resource use 

- lower 

“We will be able to do much more with our limited resources 

- and it will help us to think in different ways” (senior; 

research & teaching) 

Efficiency: Resource use 

– lower;  

Quality: Quality - higher 

“possible opportunities include reduction of rework, 

inefficiencies, duplication, improved standardisation & 

quality” (junior; clinical) 

Activity/Task Support: 

Human skills - 

opportunities 

“more accessible coding training” (junior; research & 

teaching/learning) 

Activity/Task Support: 

Human skills – 

opportunities; 

Quality: Quality - higher 

“provides an opportunity to improve dialogue for those of us 

who are not great writers, that are personal but articulate.  It 

will ensue that we are writing notes that if needed for legal 

reason will cover all essential elements that are often 

overlooked” (senior; clinical) 

Quality: Quality - higher “The main opportunities are automating repetitive tasks and 

processes as these will save time while increasing productivity 

and accuracy” (senior; research) 

“Better quality of teaching material” (senior; clinical, 

research & teaching) 

Risks  

Public Trust: Privacy, IP, 

security - risks 

“I am also very careful to not put in any confidential 

information as it is not safe for that yet.” (senior; research) 

 “there are too many risks involved regarding identifiable data 

and potential data breaches that would make it not usable in 

such a large research environment” (senior; research) 

Quality: Accuracy - low “problems with accuracy, and the generative AI providing 

inaccurate answers that may be taken as accurate by the 

user” (junior; research) 

 “Accuracy concerns - the potential for wrong 

conclusions/misinformation if syntheses are based on what is 

available to ChatGPT etc on the web” (senior; research, 

teaching) 
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Quality: Quality - lower “you cannot just copy written sections from these tools as 

often the context is not correct, there is repetition, and 

incorrect citations given” (senior; clinical, teaching) 

Quality: Accuracy – low; 

Activity/Task Support: 

Human skills - risks 

“Risk if that people using these tools without knowledge of the 

content may be fooled by fake studies and references and that 

they won't develop their own literature review, critique and 

writing skills” (senior; clinical, research, teaching) 

 

4. Discussion 

4.1. Main findings 

We found most respondents have heard of LLM tools and about two-thirds have used them in 

their work. Respondents reported using LLMs for various uses, including generating or 

editing text, knowledge support, data processing and as a source of information. Many 

respondents identified a major opportunity of LLM use as increased efficiency. Many 

respondents seemed aware and realistic about the limitations and potential risks of LLMs. 

Privacy, IP and security concerns were the most frequently cited risks of LLM use, as well as 

lower accuracy and quality of outputs generated by LLMs. In contrast, some of the 

respondents’ comments suggest they may not be aware of these risks, particularly the 

entering of private information into LLMs or relying on LLMs as an information source when 

they are not verified to be reliable for this purpose (e.g., see example quotes in Table 1). This 

suggests the need for clearer and more accessible usage guidelines and training. A few 

themes arose both as an opportunity and risk (e.g., higher or lower accuracy and quality, or 

the increase or decrease of human skills), highlighting that opinions differ on LLM 

capabilities and potential.  

Many of the respondents’ attitudes echo issues reported in the literature around LLM use in 

medical education and higher degree research. Some key opportunities identified in a 

systematic review of LLM use in medical education were for creating courses and 

assessment, using LLMs as a writing tool, and allowing greater access to published 

knowledge and research (12). These correspond to the many reports of current use of LLMs 

in the themes of content generation and knowledge support. The key challenges the authors 

of that review identified were ethical, legal and privacy, academic integrity, incorrect 

responses and overreliance. These correspond to the risks reported by our respondents around 

privacy, IP, security, integrity and public trust, accuracy and human skills. Other viewpoint 

and editorial papers on LLM use in medical research have expressed similar attitudes on 

opportunities and risks (e.g., (9,10). A critical dialogue between two academics in higher 

education also highlights the tension between using tools to improve efficiency whilst 

retaining academic integrity (15).  
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4.2. Implications 

Our findings show that LLM tools are already widely used on our campus and for a range of 

uses. We were concerned by some of the uses identified by respondents that implied potential 

confidentiality and privacy breaches, which would violate the Victorian Department of 

Health’s advice on use of unregulated Artificial Intelligence (AI) in health services (19). 

Certain responses also implied some respondents may use LLMs as an information source, 

when they are not reliable for this purpose. This only strengthens the pressing need to 

develop agile policies and relevant training that evolves with emerging use cases and 

resultant risks. Thus, members of our Working Group drafted recommendations for the use of 

LLMs and GenAI more broadly on our campus (see Appendix 2). 

We consider banning the use of LLM tools in certain domains is unlikely to work in practice. 

These tools are already getting significant use and users are experiencing obvious benefits, 

including from major electronic medical record providers in Australia (20). There is no 

practical way to limit access and the very same tools are publicly available to patients and 

their families. 

It is also important to recognise the enthusiasm and interest staff have around the benefit of 

LLMs, and encourage them to explore the technology, as long as this is done with 

transparency for the organisations and with appropriate governance informed by local and 

external policies. 

To ensure LLM use leads to higher accuracy and quality of outputs and expansion of human 

skills, users could be provided training and resources on effective LLM use, for example on 

prompt engineering strategies and critical appraisal of LLM output. Such resources should 

also provide guidance for ethical and responsible use of LLMs. 

Beyond contributing to the formulation of internal guidelines and policies, it is hoped that the 

findings of our survey will support the federal and state governments’ work in this area, such 

as the 2024 Safe and Responsible AI in Australia consultation (21). Here, the government’s 

recommended ‘risk-based approach’ to regulation requires lawmakers to identify low- and 

high-risk AI applications in various sectors. Thus, the spectrum of activities identified in our 

survey can provide insights on the nature and extent of LLM use in the health sector. Given 

the rapid evolution of AI tools, we suspect developing generalisable principles for 

responsible AI use may be more sustainable than overly specific rules. 

4.3. Transferability 

We expect the exact uses of LLM tools will differ across different institutions, but the results 

of the current study may reflect general patterns in academic, clinical and tertiary education 

contexts. Other institutions may repeat our methods to better understand the use of LLMs in 

their context and should develop guidelines relevant to their context. 

4.4. Limitations 

Our survey was completed voluntarily across our Campus, so the quantitative results 

represent LLM use of respondents, not across the entire Campus. Our qualitative results 

provide a summary of uses of and attitudes towards LLMs on our campus but are not 
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representative of all our staff and students. Our survey responses also reflect a snapshot in 

time (August-September 2023) of LLM uses and attitudes, which are expected to change as 

the landscape of LLMs is rapidly developing. However, the results provide us with a baseline 

understanding of LLMs use and attitudes in our context and will allow us to track changes 

over time. 

5. Conclusion 

We surveyed the current uses and attitudes towards large language models in our campus 

across clinical, research and teaching contexts. Most respondents have used LLMs in their 

work for a range of uses. This highlights the need for governance to keep up with practice. 

We have used the insights gained through this survey to develop recommendations for the use 

of GenAI and LLMs on our campus.  
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Appendix 1. Survey questions 

Large Language Model Survey 
On behalf of the Melbourne Children’s Campus Working Group on Large Language Models  

We invite you to help us in some early discovery work on the current and potential future use of Large Language 
Models on our campus. 

Large Language Models include tools such as Open AI ChatGPT (or other tools that use the ChatGPT engine); 
Google Bard; Microsoft Bing Chat; Jasper.ai and Perplexity.  

Currently the campus partners have no policies/ positions on the use of these tools. We are aware that some 
tools are in use already – mostly by staff who are trying them out but also some more intensive use.  We 
recognise that there may be both benefits and risks in using the methods. 

You can answer this survey anonymously or provide your contact details if you wish for any follow ups. 

This survey will take 5-8 mins to complete 

 

Your role on Campus 

* Which campus partner/s are you affiliated with?  

 RCH  

 MCRI  

 Uni Dept Paediatrics  

 

* Which roles apply to your work on our campus?  

 Clinical work  

 Research  

 Teaching  

 Data Services for Campus Activities or Projects  

Select all that apply  

 

* Which best describes your level of experience?  

 Junior / trainee / student / junior data analyst or developer  

 Senior / Fully qualified / Post-doctoral / senior data analyst or developer  

Please choose the response closest to your experience  

 

Clinical 

If you are not involved in clinical work, leave this page blank and click “Next”  

For Clinical Staff - which craft group do you belong to?  

 Nursing  

 Allied Health  

 Medical  

 No answer  
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If you have used these tools for any clinical purpose, please provide some brief details of how and your 
experience so far: 

 

 

 

Examples might include: generating medical documentation, letters, patient/family education materials or other written output; suggesting 
diagnoses, investigations or treatments. 

 

What future uses can you envisage for the use of these tools in clinical care? 

 

 

 

 

What do you consider to be the main opportunities and risks to using generative AI tools in clinical work? 

 

 

 

Examples include but not limited to: Opportunities: time saving, improved quality, productivity. Risks:  accuracy, bias, privacy etc.  

 

Teaching 

If you are not involved in teaching, leave this page blank and click “Next”  

 

If you have used these tools for any teaching purpose, please provide some brief details of how and your 
experience so far:  

 

 

 

Examples might include as a student re-formatting or improving grammar in your assignments. As a teacher, encouraging students to use these 
tools for their submissions, generating multiple versions of assignment or quiz questions, generating images in lieu of stock images for slides. 

 

What future uses can you envisage for the use of these tools in teaching and learning? 
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What do you consider to be the main opportunities and risks to using generative AI tools in research and 
research-related work?   

 

 

 

Examples include but not limited to: Opportunities: none, time saving, improved quality, productivity. Risks: none, accuracy, bias, privacy etc.  

 

Research 

If you are not involved in research, leave this page blank and click “Next”  

 

For research staff - which area do you belong to?  

 Research  

 Research support  

 Operation  

 Other:  

 No answer  

 

If you have used open generative AI tools for any research-related purpose, please provide some brief details of 
what you used them for and your experience with using them so far. 

 

 

 

Examples might include re-formatting or improving grammar in your research, consent forms or other written outputs, developing code. 

 

What future uses can you envisage for the use of these tools in your research and work-related environment? 

 

 

 

   

What do you consider to be the main opportunities and risks to using generative AI tools in research and 
research-related work?   

 

 

 

Examples include but not limited to: Opportunities: none, time saving, improved quality, productivity. Risks: none, accuracy, bias, privacy etc.  
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How do you use Large Language Models in your research?  

 As a core part of my research methods  

 To support my research  

 I'm not using these tools  

 Other:  

 No answer  

 

Explanation 

As a core part of my research methods 

Examples include where large language models are a formal part of your data services methods (e.g., computational linguistics, natural language 
processing). 

To support my research 

Examples include re-formatting or improving grammar in my research, consent forms or other written outputs, developing code. 

 

Tools 

How familiar are you with these LLM tools? 

 Not familiar with Familiar with, but 
never used 

Using currently / 
have used before 

No answer 

ChatGPT     

GPT-4     

Grammarly     

Microsoft Bing Chat     

GitHub Co-pilot     

Google Bard     

Elicit     

HyperWrite     

Jasper     

Writesonic     

Other – please list 
below 

    

 

List other tools 
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Your contact details 

You can submit this survey anonymously (just click Submit) or leave your details if you would like to be involved 
in any follow ups. 

Your name +/- position  

 

 

 

 

Your e-mail address 
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Appendix 2. Recommendations for the use of Generative Artificial Intelligence 

(GenAI) and LLMs at our campus 

 

Table 1. Recommendations for the use of Generative Artificial Intelligence (GenAI) and 

LLMs at our Campus 

1. Governance 
Each organization should either form a new committee or leverage 

an existing one within its governance framework to oversee the use 

of GenAI tools, including large language models. 

 

These governance committees must be adaptable, given the rapid 

evolution of the technology and the shifting regulatory landscape. 

There also needs to be longer term oversight of projects that 

include GenAI to ensure that both the AI and the human 

interaction with AI continue to behave as expected and within 

policy/regulation.  

2. Context The implications and potential risks of using GenAI are expected to 

vary based on its application, whether in clinical care, research, 

education, or management. 

3. Visibility to 

organisation 

Staff use of GenAI tools needs to be visible to the organisation and 

ICT/Digital departments need to be aware so they can consider 

impacts on infrastructure and cybersecurity. 

4. Privacy When using publicly available LLMs, users must exercise caution 

with sensitive personal, institutional, or proprietary information, 

ensuring compliance with applicable privacy laws and local 

policies. 

 

It is important to avoid using protected data concerning individuals 

as prompts in LLMs. Entered data may go to offshore data centres, 

and/or be incorporated into the learning models and appear in 

future outputs from the system. 

5. Human input AI-generated content may serve as a beneficial starting point, but it 

cannot replace the unique creativity and critical insight of human 

writers and editors. The output from GenAI should only be used to 

support and inform human-led tasks, never to replace them. 
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All AI-generated outputs must undergo scrutiny and validation by 

suitably qualified staff.  

 

Additionally, these outputs should be corroborated against source 

data and independent external references or resources for accuracy 

and reliability. 

6. Responsibility Staff utilizing GenAI tools in their roles bear full responsibility for 

the accuracy and outcomes of any generated outputs. This 

responsibility is especially critical when the outcomes directly or 

indirectly affect the quality and safety of care delivered to patients 

or consumers. Extra 

diligence is required in these contexts to ensure reliable and safe 

use of AI-generated content. 

7. Transparency 

and consent 

Organisations need to consider issues of transparency and consent 

for consumers. Should consumers know when these tools are used 

and do they need to provide consent in some form? If so, there are 

practical challenges in achieving this given the increasingly 

widespread use of AI in many systems. Later withdrawal of consent 

maybe impossible for some systems. 

8. Education Organizations should ensure that all personnel employing GenAI 

systems are appropriately educated about the associated risks and 

the necessary precautions for their safe use, including the 

safeguarding of sensitive information. 
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