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Abstract— Dynamic brain networks are crucial for diag-
nosing brain disorders, as they reveal changes in brain
activity and connectivity over time. Previous methods ex-
ploit the sliding window approach on fMRI data to construct
these networks. However, this approach encounters two
major issues: fixed temporal length, which inadequately
captures the temporal dynamics of brain activity, and global
spatial scope, which introduces noise and reduces sen-
sitivity to localized dysfunctions when applied across the
entire brain. These issues can lead to inaccurate brain net-
work representations, potentially resulting in misdiagnosis.
To overcome these challenges, we propose BrainDGT, a
dynamic Graph Transformer model that adaptively captures
and analyzes modular brain activities for improved diag-
nosis of brain disorders. BrainDGT addresses the fixed
temporal length issue by estimating adaptive brain states
through deconvolution of the Hemodynamic Response
Function (HRF), avoiding the constraints of fixed-size win-
dows. It also addresses the global spatial scope issue by
segmenting fMRI scans into functional modules based on
established brain networks for detailed, module-specific
analysis. The model employs a dual attention mechanism:
graph-attention extracts structural features from dynamic
brain network snapshots, while self-attention identifies
significant temporal dependencies. These spatio-temporal
features are adaptively fused into a unified representa-
tion for disorder classification. BrainDGT’s effectiveness is
validated through classification experiments on three real
fMRI datasets ADNI, PPMI, and ABIDE demonstrating su-
perior performance compared to state-of-the-art methods.
BrainDGT improves brain disorder diagnosis by offering
adaptive, localized analysis of dynamic brain networks,
advancing neuroimaging and enabling more precise treat-
ments in biomedical research.

Index Terms— Graph Transformer, brain network analy-
sis, brain disorder diagnosis, functional connectivity
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THE diagnosis of brain disorders via brain network analy-
sis is a rapidly evolving research area, promising signifi-

cant advancements in early disorder detection and intervention
[1]. Functional Magnetic Resonance Imaging (fMRI) is pivotal
in this domain, modeling brain networks by measuring neural
activity [2]. fMRI detects blood flow changes associated with
neural activity, enabling detailed mapping of functional brain
connectivity. This method is crucial for diagnosing brain
disorders, as it can reveal network connectivity abnormalities
undetectable by traditional imaging techniques. Analyzing
these networks helps clinicians identify patterns linked to
specific neurological disorders, leading to earlier and more
accurate diagnoses [3]. Brain network analysis’s potential
lies in uncovering subtle brain function changes, providing a
powerful tool for understanding and diagnosing complex brain
disorders.

Over the years, various methods have been developed
for brain network analysis to diagnose brain disorders [4],
[5]. These methods can be divided into static and dynamic
brain network analysis methods [6]. Static brain networks
are commonly constructed from fMRI data using the Pearson
correlation method, which measures the connectivity between
different brain regions based on the correlation of their activity
over time [2], [7]. Traditionally, these networks are analyzed
using graph-based structural features combined with machine
learning algorithms or end-to-end graph learning methods [8].
However, static methods are inadequate for capturing the time-
varying changes in brain connectivity that are crucial for
understanding the progression of brain disorders. In contrast,
dynamic brain networks are constructed from fMRI data
using the sliding window method, which captures temporal
fluctuations in brain connectivity [9]. These networks are
analyzed using spatio-temporal graph learning techniques [10].
Despite their advantages, they face limitations such as a
restricted receptive field, which can hinder their ability to fully
capture complex brain dynamics [11]. Recent advancements in
graph learning have introduced Graph Transformers, which are
powerful tools for capturing complex dependencies in graph-
structured data [12]. Graph Transformers have shown signif-
icant potential in various applications due to their ability to
model long-range interactions and contextual information [13],
[14]. In the context of brain network analysis, a few Graph
Transformer-based methods have been applied to dynamic
brain networks for diagnosing brain disorders, demonstrating
improved performance over traditional methods by better
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capturing the intricate temporal dynamics of brain connectivity
[15], [16].

However, previous methods of dynamic brain network anal-
ysis for diagnosing brain disorders often rely on the sliding
window approach to construct dynamic brain networks, which
has two major issues. The first issue is the use of fixed
temporal length windows. These fixed-length windows fail to
capture the temporal dynamics of brain activity adequately
(see Fig.1). Brain activity fluctuates over time, and a rigid
window length cannot adapt to these fluctuations, resulting
in an incomplete or distorted representation of brain activity
[17]. The second issue is the global spatial scope of these
methods. They apply full-width windows across all Blood-
Oxygen-Level Dependent (BOLD) signals of the entire brain,
rather than focusing on individual functional modules. This
broad approach introduces noise and diminishes sensitivity
to localized dysfunctions [18]. Consequently, these issues
lead to inaccurate brain network representations. Inaccurate
representations can significantly impact the diagnosis process,
potentially resulting in misdiagnosis and inappropriate treat-
ment plans for patients with brain disorders.

To address these challenging issues, we introduce
BrainDGT, a unified framework for enhancing dynamic brain
network construction and disorder diagnosis. It addresses
the fixed temporal length issue by estimating adaptive brain
states via deconvolution of the Hemodynamic Response Func-
tion (HRF), capturing the variable nature of brain activity
more accurately. To address the problem of global spatial
scope, BrainDGT segments fMRI scans into functional mod-
ules based on established brain networks, allowing detailed
module-specific analysis, reducing noise, and increasing sen-
sitivity to localized dysfunctions. BrainDGT also employs
dynamic Graph Transformers with a dual attention mech-
anism: graph-attention learns structural features from each
network snapshot, while self-attention captures temporal de-
pendencies. These spatio-temporal features are fused for clas-
sification (diagnosis), ensuring comprehensive analysis. We
validated BrainDGT on three fMRI datasets (ADNI, PPMI,
and ABIDE). BrainDGT demonstrates superiority over state-
of-the-art methods, highlighting its potential for improved
detection of brain disorders. Key innovations and contributions
include:

1. We propose BrainDGT, a dynamic brain Graph Trans-
former model that enhances brain disorder diagnosis
by adaptively capturing the temporal dynamics of brain
connectivity within individual functional brain modules,
thereby addressing the issues of fixed temporal length and
global spatial scope.

2. BrainDGT segments fMRI scans into functional modules
based on established brain networks for detailed analysis.
It estimates adaptive brain states within each module
via deconvolution of the HRF, capturing brain activ-
ity’s temporal dynamics. BrainDGT uses dynamic Graph
Transformers with dual attention to extract and fuse
key spatio-temporal features for effective brain disorder
detection.

3. We validate the effectiveness of BrainDGT through ex-
tensive classification experiments on three real fMRI
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Fig. 1. Conventional sliding window based dynamic brain networks
suffer with two major issues: (1) Fixed Temporal Length: Inadequate
capture of brain activity dynamics. (2) Global Spatial Scope: Full-width
windows introduce noise and reduce sensitivity to localized dysfunction,
leading to fully connected networks that challenge traditional Graph
Transformers.

datasets: ADNI, PPMI, and ABIDE. Experimental results
demonstrate that BrainDGT outperforms state-of-the-art
methods.

The remainder of this paper is structured as follows: Section
II reviews related work, highlighting key contributions and
identifying gaps that this study aims to address. Section III
describes the design of BrainGT, emphasizing its architecture
and implementation. Section IV presents and discusses the
experimental results, evaluating the performance and impli-
cations of the proposed design. Finally, Section V concludes
the paper and suggests directions for future research.

II. RELATED WORK

A. Brain Network Analysis

Brain network analysis is crucial for diagnosing brain dis-
orders by examining structural and functional connectivity to
identify biomarkers and patterns associated with neurological
conditions [19], [20]. These networks are categorized into
static and dynamic types, each with distinct assumptions,
construction methods, and analytical approaches [6]. Static
brain networks assume stable connectivity during the scan,
offering a single, unchanging snapshot of brain activity [18],
[21]. Typically, these networks are built using the Pearson
correlation method, which quantifies the linear relationship
between time series of different brain regions of interest
(ROIs) [22]. Traditional machine learning techniques extract
graph theoretical features from the connectivity matrix, such as
node degree, clustering coefficient, and path length, to classify
healthy and diseased states [19], [20]. Recent advancements in-
clude graph learning techniques, where models are trained end-
to-end on brain connectivity data. For example, BrainGNN
uses graph neural networks to analyze fMRI data, featuring
ROI-aware graph convolutional layers and ROI-selection pool-
ing layers [23]. BrainGB provides a standardized platform for
evaluating GNN models on brain network datasets, supporting
various architectures for neuroscience research [4]. BRAIN-
NETTF employs Transformer-based architecture to model
brain networks as graphs and identify functional brain modules
using an orthonormal clustering readout [24]. However, static
brain networks fail to capture time-varying changes, offering
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only a single snapshot and potentially overlooking dynamic
interactions and transient states critical for understanding brain
disorders [25]. Consequently, static analyses may miss nu-
anced connectivity patterns over time, limiting their diagnostic
power [26].

Dynamic brain networks assume that brain connectivity
varies over time, reflecting the brain’s dynamic nature [27].
This approach considers temporal fluctuations in connectiv-
ity, capturing the brain’s adaptive and transient states [28].
The sliding window method segments the fMRI time se-
ries into overlapping or non-overlapping windows, calcu-
lating connectivity matrices for each window. This creates
time-resolved connectivity matrices that show the evolution
of brain connectivity. Gadgil et al. [29] presented the ST-
GCN model to analyze resting-state fMRI data by capturing
dynamic functional connectivity as spatio-temporal graphs.
Dahan et al. [30] introduced the ST-fMRI model, leveraging
spatio-temporal dynamics with graph convolutional networks
and multi-resolution ICA nodes. Kim et al. [15] developed
STAGIN, a model focusing on spatio-temporal attention to
learn dynamic graph representations using novel READOUT
functions and a Transformer encoder. Despite their promise,
fixed window lengths in many studies fail to capture the
full temporal dynamics of brain activity. The assumption of
constant window size does not account for varying durations
of different brain states, potentially missing critical transitions
and interactions. Consequently, while dynamic brain networks
offer a more comprehensive view, their construction and
analysis methods need refinement to fully capture the brain’s
temporal complexity.

B. Dynamic Graph Transformers
Dynamic Graph Transformers (DGTs) integrate graph neu-

ral networks with Transformer architectures to capture spatial
and temporal dependencies in graph-structured data [31].
Using self-attention mechanisms, DGTs effectively model
intricate and dynamic relationships within graph data, making
them suitable for applications with changing node interactions
[32]. These models are applied in social network analysis
[33], transportation networks [34], and neuroscience [35],
particularly for diagnosing and analyzing brain disorders by
capturing the temporal evolution of brain connectivity [36].

Fortunately, Some studies have demonstrated the potential
of DGTs in brain disorder diagnosis. Kan et al. [16] proposed
DART, integrating static and dynamic brain networks using a
Graph Transformer with a Multi-Head Self-Attention Module.
Ma et al. [37] introduced MDGL, constructing multi-scale
dynamic functional connectivity networks from fMRI time
series and employing dynamic graph representation learning.
Zhu et al. [38] developed OT-MCSTGCN, using optimal
transport theory to track topology evolution in dynamic brain
networks. However, existing methods fail to adaptively capture
dynamic brain activity within specific functional modules.
BrainDGT addresses these limitations by constructing indi-
vidual dynamic brain networks for each functional module,
identifying adaptive brain states through HRF deconvolution,
and capturing modular brain activities to improve disorder
detection accuracy.

III. THE DESIGN OF BRAINDGT

A. The Overview of BrainDGT

BrainDGT is a dynamic brain Graph Transformer model
designed to enhance the diagnosis of brain disorders by
adaptively capturing and analyzing modular brain activities.
The framework begins by dividing fMRI scans into func-
tional modules based on established brain functional networks.
Within each module, brain activity is captured using the decon-
volution of HRF, which represents temporal sequences of brain
states. Dynamic functional connectivity is then calculated for
each brain state to construct a dynamic brain network for
each functional module. Self-attention-based graph encoders
learn structural features from each network snapshot, while
Transformer-based temporal encoders extract temporal depen-
dencies between snapshots. The spatio-temporal features from
all temporal encoders are adaptively integrated into a unified
representation, which is then processed through a Multi-Layer
Perceptron (MLP) for disorder classification. The framework
and workflow of BrainDGT are depicted in Fig 2.

B. Dynamic Brain Network Construction

1) Data Preprocessing: Preprocessing functional magnetic
resonance imaging (fMRI) data is a crucial step in our
neuroimaging research, ensuring that the raw data is refined
and ready for subsequent analysis [18]. This process involves
several key steps: slice timing correction, motion correction,
normalization to a standard space, and spatial smoothing. Each
step addresses specific issues inherent in fMRI data acquisition
and enhances the quality and interpretability of the resulting
data.

a) Slice Timing Correction: Slice timing correction ad-
dresses the temporal discrepancies in data acquisition across
different slices of the brain. During fMRI scanning, slices
are captured sequentially, not simultaneously, which leads to
temporal offsets that can introduce artifacts, especially in fast-
changing brain activities. To correct for these offsets, we
interpolate each voxel's time series to match a reference time
point, often the acquisition time of the middle slice. If Tijk(t)
represents the signal intensity at voxel (i, j, k) at time t,
and ∆t is the time difference between slices, we resample
Tijk(t) to a common temporal reference using interpolation
methods such as cubic spline interpolation or Fourier-based
interpolation:

T ′
ijk(t) = Interpolate(Tijk(t), t+∆t). (1)

b) Motion Correction: Motion correction compensates for
head movements that occur during the scanning session, which
can cause significant artifacts and misinterpretations in the
data. This step involves realigning all volumes in the time se-
ries to a reference volume, typically the first or middle volume.
We achieve this through rigid-body transformations, which
include translations and rotations. The objective function we
minimize during motion correction is often the sum of squared
differences (SSD) or correlation ratio (CR) between the ref-
erence volume and subsequent volumes. The transformation
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Fig. 2. The framework of BrainDGT.

parameters θ = (tx, ty, tz, α, β, γ) (translations and rotations
along each axis) are optimized such that:

θ∗ = argmin
θ

∑
i,j,k

(Iref(i, j, k)− Iθ(i, j, k))
2, (2)

where Iref is the intensity of the reference volume and Iθ is
the transformed intensity.

c) Normalization: Normalization involves transforming in-
dividual brain images into a common stereotactic space, such
as the Montreal Neurological Institute (MNI) space. This
step allows for inter-subject comparisons and group analysis
by aligning anatomical structures across different subjects.
Normalization typically involves a two-step process: linear
transformation (affine registration) followed by non-linear
warping. The affine transformation aligns the images roughly
by scaling, rotating, and translating them to match a standard
template. Non-linear warping then adjusts for finer anatomical
differences. We represent the transformation as:

Inorm = fwarp(A · Isubj + b), (3)

where A is the affine transformation matrix, b is the translation
vector, and fwarp represents the non-linear deformation field.

d) Spatial Smoothing: Spatial smoothing is applied to re-
duce high-frequency noise and improve the signal-to-noise
ratio (SNR). It also helps accommodate anatomical variability
across subjects by blurring the data to a certain extent. This
step involves convolving the fMRI data with a Gaussian kernel
Gσ(x, y, z) characterized by its full-width at half-maximum

(FWHM), which determines the extent of smoothing. The
smoothed signal T ′′

ijk(t) at voxel (i, j, k) and time t is given
by:

T ′′
ijk(t) = (Tijk(t) ∗Gσ)(i, j, k), (4)

where ∗ denotes the convolution operation. Our choice of σ
(typically 4-8 mm FWHM) balances the trade-off between
noise reduction and spatial resolution.

2) Functional Module Mapping: The process of mapping
fMRI scans into functional modules involves dividing the brain
into distinct regions based on functional connectivity patterns.
In our study, we employ the Schaefer Atlas1, particularly
the version that partitions the brain into 400 parcels [39].
This granularity strikes a balance between detailed spatial
resolution and computational manageability. To apply the
Schaefer Atlas to preprocessed fMRI data, we first ensure that
the data is registered to a standard anatomical space, such as
the MNI space. This registration aligns the spatial coordinates
of the Schaefer Atlas with the fMRI data. Next, we assign each
voxel in the preprocessed fMRI data to one of the 400 parcels
defined by the Schaefer Atlas. This is achieved by overlaying
the atlas on the fMRI data and labeling each voxel according
to the parcel it falls into. Mathematically, if V represents the
set of voxels and Pi denotes the i-th parcel, then each voxel
v ∈ V is assigned a label lv where lv = i if v ∈ Pi, with i
ranging from 1 to 400.

1https://github.com/ThomasYeoLab/CBIG/tree/master/
stable_projects/brain_parcellation/Schaefer2018_
LocalGlobal
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The Schaefer Atlas also provides a mapping of each par-
cel to one of seven predefined functional networks: Visual,
Somatomotor, Dorsal Attention, Ventral Attention, Limbic,
Frontoparietal, and Default Mode. We use a majority voting
algorithm to assign each of the 400 parcels to these networks
based on voxel overlap with the predefined networks. For each
parcel Pi, we determine the number of voxels within Pi that
overlap with each network Nj . We then assign parcel Pi to
the network Nj∗ for which the overlap is maximized, where

j∗ = argmax
j

∑
v∈Pi

⊮Nj
(v). (5)

Here, ⊮Nj (v) is an indicator function that equals 1 if voxel
v belongs to network Nj , and 0 otherwise. The final network
assignment for each parcel is determined by Network(Pi) =
Nj∗ .

3) Brain State Estimation using HRF: Estimating brain states
from fMRI data involves modeling the underlying neural ac-
tivity that gives rise to observed blood-oxygen-level-dependent
(BOLD) signals. The HRF characterizes the relationship be-
tween neural activity and BOLD signals [40]. The first step
in estimating brain states is extracting the BOLD signals from
the preprocessed fMRI data. This involves selecting functional
modules and averaging the BOLD signals within each module
to obtain a representative time series. Let TNj

(t) represent the
BOLD signal at time t for functional module Nj :

TNj
(t) =

1

|Nj |
∑
v∈Nj

Tv(t), (6)

where Tv(t) is the BOLD signal at voxel v, and |Nj | is the
number of voxels in module Nj .
The HRF is typically modeled using a double gamma func-
tion, which captures the primary and secondary peaks of the
hemodynamic response [41]. The double gamma function h(t)
is defined as:

h(t) = A

(
tα1e−t/β1

βα1
1 α1!

− c · tα2e−t/β2

βα2
2 α2!

)
, (7)

where α1, β1, α2, β2 are parameters defining the shape of the
function, A is a scaling factor, and c is the ratio of the second
gamma function's amplitude to the first.
To estimate neural activity n(t) from the observed BOLD
signal T (t), we use Wiener deconvolution, a technique to
reverse the convolution of the neural activity with the HRF.
The observed BOLD signal can be expressed as:

T (t) = (n ∗ h)(t) + ϵ(t), (8)

where ∗ denotes convolution and ϵ(t) represents noise. The
Wiener deconvolution filter [42] Hw(f) in the frequency
domain is given by:

Hw(f) =
H∗(f)

|H(f)|2 + Sϵ(f)/Sn(f)
, (9)

where H(f) is the Fourier transform of the HRF, H∗(f) is its
complex conjugate, Sϵ(f) is the power spectral density of the

noise, and Sn(f) is the power spectral density of the neural
activity. The estimated neural activity n̂(t) is obtained by:

n̂(t) = F−1 [F [T (t)] ·Hw(f)] , (10)

where F and F−1 denote the Fourier and inverse Fourier
transforms, respectively.

Change point detection is used to identify peaks in the
estimated neural activity, which correspond to transitions be-
tween distinct brain states. This involves detecting significant
changes in the time series that indicate shifts in neural activity
patterns. Let n̂(t) be the estimated neural activity. Change
point detection method, the Pruned Exact Linear Time (PELT)
algorithm [43], are applied to n̂(t) to identify time points
{t1, t2, . . . , tk} where significant changes occur:

PELT(n̂(t)) = {t1, t2, . . . , tk}. (11)

Once the change points are identified, the time series is seg-
mented into intervals representing distinct brain states. Each
segment Si between change points ti and ti+1 is considered
a distinct brain state:

Si = [ti, ti+1). (12)

These segments provide a temporal representation of brain
states, which can be further analyzed to understand the dy-
namics of brain activity. Finally, we construct a sequence
of brain states for each functional ROI based on identified
events Sj = {s1, s2, ..., sk}, where each sk represents a neural
event segment. The conceptual representation of brain states
estimation is given in Fig. 3.

4) Dynamic Connectivity Estimation: Dynamic connectivity
estimation involves calculating time-varying functional con-
nectivity metrics between brain regions to understand the
changing interactions within the brain over time. Functional
connectivity between brain regions is typically measured using
metrics such as Pearson correlation. For each brain state,
represented by the segmented BOLD signals, we calculate
the Pearson correlation coefficient between the time series of
different brain regions. Let TPi

(t) and TPj
(t) represent the

BOLD signal time series for parcels Pi and Pj during a brain
state S. The Pearson correlation coefficient rij is computed
as:

rij =

∑
t∈S(TPi

(t)− T̄Pi
)(TPj

(t)− T̄Pj
)√∑

t∈S(TPi(t)− T̄Pi)
2
∑

t∈S(TPj (t)− T̄Pj )
2
, (13)

where T̄Pi
and T̄Pj

are the mean BOLD signals of parcels
Pi and Pj over the state S. For each brain state, the func-
tional connectivity metrics are used to construct a dynamic
brain network. A dynamic brain network is a graph where
vertices represent brain regions (parcels), and edges represent
the functional connectivity between them. Each parcel Pi

is represented as a vertex vi in the graph, and each edge
eij between vertices vi and vj is weighted by the Pearson
correlation coefficient rij . The functional connectivity metrics
are organized into a connectivity matrix R, where each element
Rij represents the correlation rij between parcels Pi and Pj .
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Fig. 3. Estimation of brain staes using deconvolution of HRF.

To focus on the most significant connections, proportional
thresholding is applied to the connectivity matrix. This in-
volves retaining the top p% of connections, where p is the
proportional threshold (e.g., 70%). The threshold value τ is
determined such that only the top p% of the highest absolute
correlation values in the connectivity matrix are retained. Let
rsorted be the sorted list of absolute correlation values from
the connectivity matrix R. The threshold τ is the value at the
(1− p/100)-th percentile of rsorted. All connections below the
threshold τ are set to zero:

Rij =

{
rij , if |rij | ≥ τ

0, otherwise
. (14)

For each sequence of brain states from each functional module,
we create a set of dynamic graphs G = {Gi(t)}ni=1, where
Gi(t) = (Vi(t), Ei(t)) represents the i-th dynamic graph at
time snapshot t. For each brain state St at time t, the dynamic
graph Gi(t) is defined with vertices Vi(t) representing the
set of brain regions (parcels) in the i-th functional module,

and edges Ei(t) representing the set of significant functional
connections between parcels, with weights corresponding to
the thresholded Pearson correlation coefficients. The dynamic
graph dataset G is a sequence of graphs capturing the temporal
evolution of functional connectivity within each functional
module:

G = {Gi(t1), Gi(t2), . . . , Gi(tn)}, (15)

where t1, t2, . . . , tn are the time points corresponding to
different brain states.

To create a dynamic graph dataset for analysis, we compile
the graphs representing each brain state into a sequence. This
dynamic graph dataset is constructed to be used for subsequent
classification tasks, such as disorder detection. We organize the
dynamic graphs {Gi(t1), Gi(t2), . . . , Gi(tn)} corresponding
to the sequence of brain states {t1, t2, . . . , tn}.

C. Dynamic Graph Transformer
1) Input Embeddings: The input embeddings are crucial for

capturing the complex functional connectivity patterns in the
brain. Node embeddings represent the functional connectivity
profile of each brain region (parcel) within the dynamic graph.
These embeddings are derived from the connectivity vectors
obtained from the connectivity map. For each time snapshot t,
we construct the connectivity map R(t) for the dynamic graph
G(t) = (V (t), E(t)), where Rij(t) represents the Pearson
correlation coefficient between nodes vi and vj . For each node
vi ∈ V (t), we create a connectivity vector ci(t) that captures
the connectivity profile of node vi with all other nodes in the
graph. The connectivity vector is defined as:

ci(t) = [Ri1(t), Ri2(t), . . . , Ri|V (t)|(t)], (16)

where Rij(t) is the correlation value between node vi and
node vj at time t. The connectivity vector ci(t) serves as the
initial node embedding for vi at time t. These embeddings
are typically passed through a learnable transformation layer,
such as a linear transformation, to map them to a suitable
embedding space Rd:

hi(t) = Wci(t) + b, (17)

where W ∈ Rd×|V (t)| is a learnable weight matrix, b ∈ Rd is
a bias vector, and hi(t) ∈ Rd is the resulting node embedding.
Edge embeddings represent the strength and nature of the
connections between nodes. These embeddings are based on
the correlation values from the connectivity map, serving as
edge features in the dynamic graph. For each edge eij ∈ E(t),
the edge feature is derived from the correlation value Rij(t)
between nodes vi and vj . This value captures the functional
connectivity strength between the nodes:

eij(t) = Rij(t). (18)

Similar to node embeddings, edge features can be transformed
into a higher-dimensional embedding space through a learn-
able transformation. This process involves applying a non-
linear transformation to the edge feature:
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e′ij(t) = ϕ(Weeij(t) + be), (19)

where We ∈ Rde×1 is a learnable weight matrix, be ∈ Rde

is a bias vector, ϕ is a non-linear activation function (e.g.,
ReLU), and e′ij(t) ∈ Rde is the resulting edge embedding.

2) Graph Encoder: The Graph Encoder is designed to learn
and encode the structural features of dynamic brain net-
works. Graph Attention Networks (GATs) [44] are employed
to capture the structural features of each graph snapshot
Gi(t) = (Vi(t), Ei(t)). GATs utilize attention mechanisms
to weigh the importance of neighboring nodes and edges
when updating node embeddings, allowing for more expressive
representations of graph structure. Let hi(t) ∈ Rd represent
the embedding of node vi at time t. Initially, these embeddings
are derived from the connectivity vectors as described in the
input embeddings section. For each node vi, the attention
mechanism computes attention coefficients αij for its neigh-
boring nodes vj ∈ N (vi), where N (vi) denotes the set of
neighbors of vi. The attention scores eij are calculated as:

eij = LeakyReLU(aT [Whi(t) ∥Whj(t)]). (20)

The attention coefficients αij are then obtained by normalizing
these scores using the softmax function:

αij =
exp(eij)∑

k∈N (vi)
exp(eik)

, (21)

where W is a weight matrix, ∥ denotes concatenation, a is a
learnable attention vector, and LeakyReLU is the leaky recti-
fied linear unit activation function. The node embeddings are
then updated by aggregating the embeddings of neighboring
nodes, weighted by the attention coefficients:

h′
i(t) = σ

 ∑
j∈N (vi)

αijWhj(t)

 , (22)

where σ is an activation function, such as ReLU. To stabilize
the learning process and improve representation power, multi-
head attention is applied. This involves executing the attention
mechanism K times with different learnable parameters and
concatenating the results:

h′′
i (t) =∥Kk=1 h

(k)
i (t), (23)

where h
(k)
i (t) is the updated embedding from the k-th atten-

tion head.
To obtain fixed-size representations of each graph snapshot

Gi(t), graph pooling (mean pooling) is applied to the node
embeddings produced by the GAT. Mean pooling computes
the average of all node embeddings in the graph snapshot,
resulting in a fixed-size representation irrespective of the graph
size:

hG(t) =
1

|Vi(t)|
∑

vi∈Vi(t)

h′′
i (t), (24)

where hG(t) ∈ RKd is the pooled graph embedding, |Vi(t)|
is the number of nodes in the graph snapshot, and Kd is the

dimension of the concatenated embeddings from multi-head
attention. The result of mean pooling is a fixed-size vector that
represents the entire graph snapshot, capturing the aggregate
structural information learned by the GAT.

3) Temporal Encoder: The Temporal Encoder is designed
to capture the temporal dynamics of brain connectivity
by processing sequences of graph snapshots. The Tem-
poral Encoder processes sequences of graph snapshots
{Gi(t1), Gi(t2), . . . , Gi(tn)} to capture temporal dependen-
cies. These sequences may vary in length, necessitating
padding and masking to ensure uniform input sizes. Shorter
sequences are padded with zero vectors to match the length of
the longest sequence in the batch. A binary mask differentiates
between actual data and padding:

Mask(t) =

{
1, if t ≤ length of the sequence
0, otherwise

. (25)

To incorporate the temporal order of graph snapshots, posi-
tional encoding is added to the graph embeddings. Positional
encoding provides a way to inject information about the
position of each snapshot in the sequence.

h′
G(t) = hG(t) + p(t), (26)

where h′
G(t) is the positionally encoded graph embedding.

The multi-head attention mechanism is used to model the
dependencies between graph snapshots at different time points
[45]. For each pair of snapshots Gi(t) and Gi(t

′), the attention
score is calculated using the scaled dot-product attention:

Attention(Q,K, V ) = softmax
(
QKT

√
dk

)
V, (27)

where Q, K, and V are the query, key, and value matrices
derived from the input embeddings. Multiple attention heads
are used to jointly attend to information from different repre-
sentation subspaces. The output of the multi-head attention is
passed through position-wise feed-forward layers to introduce
non-linearity and further transform the embeddings. Each feed-
forward layer consists of two linear transformations with a
ReLU activation in between:

FFN(h′
G(t)) = ReLU(h′

G(t)W1 + b1)W2 + b2, (28)

where W1, W2, b1, and b2 are learnable parameters. The output
is normalized to stabilize the training process. To obtain a
fixed-size representation of the entire dynamic graph, temporal
pooling is applied to the transformed graph embeddings. Mean
pooling aggregates the embeddings across all time points to
produce a single representation:

hdynamic =
1

n

n∑
t=1

h′
G(t), (29)

where n is the number of graph snapshots in the sequence.
The result of mean pooling is a fixed-size vector that represents
the entire sequence of graph snapshots, capturing the temporal
dynamics of brain connectivity.
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4) Adaptive Fusion: The Adaptive Fusion process in the
BrainDGT is critical for integrating the spatio-temporal fea-
tures captured by multiple temporal encoders into a sin-
gle, cohesive representation. The Spatio-temporal features are
extracted through a series of temporal encoders applied to
dynamic graph sequences. Each temporal encoder processes
sequences of graph snapshots, capturing the evolution of con-
nectivity patterns over time. Let Hk = {hk,t}Tt=1 represent the
set of spatio-temporal features extracted by the k-th temporal
encoder, where hk,t ∈ Rd is the feature vector for the k-th
encoder at time t, and T is the number of time steps. The
core of the adaptive fusion process is an attention mechanism
designed to weigh the spatio-temporal features based on their
relevance. This mechanism ensures that the final integrated
representation is both comprehensive and focused on the
most informative aspects of the data. The spatio-temporal
features from all temporal encoders are concatenated to form
a comprehensive feature matrix. Let K be the number of
temporal encoders:

Hconcat = [H1;H2; . . . ;HK ] ∈ R(K×T )×d, (30)

where [.; .] denotes concatenation along the temporal dimen-
sion. Construct the query Q, key K, and value V matrices for
the attention mechanism from the concatenated feature matrix
Hconcat:

Q = HconcatW
Q, K = HconcatW

K , V = HconcatW
V ,
(31)

where WQ,WK ,WV ∈ Rd×d are learnable weight matrices.
Compute the attention scores using the scaled dot-product
attention mechanism. Apply the attention scores to the value
matrix V to obtain the weighted feature matrix:

Hweighted = Attention(Q,K, V ). (32)

The weighted feature matrix Hweighted is then aggregated
to form a single representation that captures the essential
spatio-temporal dynamics of the brain network. Perform global
pooling (e.g., mean pooling) across the temporal dimension to
integrate the weighted features into a fixed-size representation:

hfused =
1

K × T

K∑
k=1

T∑
t=1

hk,t, (33)

where hfused ∈ Rd is the final integrated representation.
5) Classification: The classification process use the fused

spatio-temporal features to perform disorder classification. The
fused features obtained from the Adaptive Fusion process
represent a comprehensive summary of the dynamic spatio-
temporal brain connectivity. These features serve as input
to a classification network to predict disorder states. Let
hfused ∈ Rd be the fused feature vector, which captures the
essential information needed for classification. The classifi-
cation network consists of fully connected layers organized
in a Multilayer Perceptron (MLP). These layers transform
the fused feature vector into class probabilities. The MLP
comprises several fully connected layers, each followed by a

non-linear activation function such as ReLU. Let h0 = hfused.
The transformation through the l-th layer is given by:

hl = σ(Wlhl−1 + bl), (34)

where Wl ∈ Rdl×dl−1 is the weight matrix, bl ∈ Rdl is the
bias vector, σ is an activation function (e.g., ReLU), and dl
is the number of neurons in the l-th layer. The final fully
connected layer maps the transformed features to class scores.
For binary classification, this layer has one output neuron. For
binary classification, a sigmoid activation function is applied
to the output neuron to produce a probability score for the
positive class. The probability of the positive class for binary
classification is given by:

ŷ = sigmoid(z) =
1

1 + e−z
, (35)

where z is the output score from the final layer. The cross-
entropy loss function measures the discrepancy between the
predicted probabilities and the true labels. For binary classifi-
cation, the loss is defined as:

L = − 1

N

N∑
n=1

[yn log(ŷn) + (1− yn) log(1− ŷn)] , (36)

where N is the number of samples, yn is the true label, and ŷn
is the predicted probability for sample n. The Adam optimizer
is used to minimize the cross-entropy loss and update the
model parameters. The parameter updates are computed as:

θt = θt−1 − η
m̂t√
v̂t + ϵ

, (37)

where θt represents the model parameters at iteration t, η is
the learning rate, m̂t and v̂t are bias-corrected first and second
moment estimates, respectively, and ϵ is a small constant
for numerical stability. Learning rate scheduling adjusts the
learning rate during training to improve convergence. The
pseudocode of BrainDGT is shown in Algorithm1.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate the effectiveness of our pro-
posed BrainDGT model through comprehensive experiments.
Our evaluation focuses on addressing the following research
questions:

RQ1: How accurately does BrainDGT diagnose brain disorders
using real fMRI data, and what classification improve-
ments does BrainDGT offer over state-of-the-art sliding
window methods and other baselines?

RQ2: What is the impact of removing specific components of
the BrainDGT model on its overall performance?

RQ3: What are the optimal parameters for the BrainDGT model
to achieve the highest diagnostic accuracy?

A. Experimental Settings
1) Datasets:

a) ADNI Dataset: We used the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) dataset, available through the
ADNI database2. This dataset provides fMRI data crucial for

2http://adni.loni.usc.edu/data-samples/access-data
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Algorithm 1 BrainDGT
Require: fMRI data X ∈ RT×V

Ensure: Disorder label ŷ
1: procedure BRAINDGT(X)
2: Dynamic Brain Networks Construction:
3: Xp ← fMRIPreprocessing(X)
4: {Nj}7j=1 ← FunctionalModulesMapping(Xp)
5: {skj }Kk=1 ← BrainStatesEstimation({Nj}7j=1)
6: G ← DynamicConnectivity({Nj}, {skj })
7: Dynamic Graph Transformer:
8: Initialize weights θ
9: for epoch < total epochs do

10: for each Gt do
11: hi(t), eij(t)← InputEmbeddings(Gt)
12: for each snapshot Gt do
13: hG(t)← GraphEncoder(hi(t), eij(t)
14: end for
15: hdynamic ← TemporalEncoder(hG(t))
16: end for
17: hfused ← AdaptiveFusion({hdynamic}Tt=1)
18: ŷ ← softmax(WHfused + b)
19: Compute loss L
20: Backpropagate error and update θ
21: end for
22: return ŷ
23: end procedure

studying Alzheimer’s Disease (AD), focusing on identifying
biomarkers for early detection and monitoring. Subjects are
categorized as either cognitively normal or diagnosed with
AD. From this dataset, we select a subset of 426 subjects with
resting-state fMRI data, comprising 199 women (46.7%) and
146 individuals with AD (34.2%), aged 50 to 100 years. Rig-
orous selection criteria ensure accurate diagnoses, enhancing
the dataset’s reliability.

b) PPMI Dataset: The Parkinson’s Progression Markers
Initiative (PPMI) dataset, accessible via the PPMI website3,
includes extensive fMRI data for tracking Parkinson’s Disease
(PD) progression. Researchers access this data after meeting
specific criteria, facilitating in-depth studies on PD biomarkers.
The dataset’s primary objective is to identify diagnostic and
progression markers for PD. We select a cohort of 823
subjects, including 230 PD patients (70.9%) and 130 females
(40.1%), aged 40 to 85 years. This representative sample
enhances the dataset’s utility for PD research.

c) ABIDE Dataset: The Autism Brain Imaging Data Ex-
change (ABIDE) dataset, provided by the ABIDE consortium4,
offers a comprehensive collection of fMRI data to study
autism spectrum disorder (ASD). This publicly accessible
dataset includes contributions from various international sites,
aimed at exploring the neural basis of ASD and developing
diagnostic markers. For our analysis, we select a subset of
1118 subjects with fMRI data from social cognition tasks,

3https://www.ppmi-info.org/access-data-specimens/
download-data

4http://fcon_1000.projects.nitrc.org/indi/abide

TABLE I
STATISTICES OF DATASETS

Dataset Subjects Age Range Male/Female Labels

ADNI 427 50-100 227/199 CN (280), AD (146)
PPMI 324 40-85 194/130 Control (94), PD (230)
ABIDE 1118 8-40 957/161 Control (581), ASD (537)

including 537 individuals diagnosed with ASD (48%) and
161 females (14.5%), aged 8 to 40 years. This diverse dataset
supports extensive research on neural characteristics and po-
tential diagnostic markers of ASD. A detailed summary of the
datasets is presented in Table I.

2) Baselines: We selected a diverse range of state-of-the-art
methods as baselines to ensure a comprehensive comparison
with BrainDGT. These baselines encompass traditional ma-
chine learning and advanced dynamic brain network models,
providing a holistic evaluation of BrainDGT’s performance.

a) Conventional Machine Learning Models: We include Sup-
port Vector Machine (SVM) [46], Random Forest [47], and
Multi-Layer Perceptron (MLP) [48] as representatives of
conventional machine learning techniques. These models are
trained on features extracted from brain networks constructed
using the BrainGB pipeline. The features, derived through
graph theory methods, encapsulate the structural properties of
the brain networks. The scikit-learn library is used to imple-
ment these models. Their selection is based on their extensive
application and proven effectiveness in various classification
tasks, including neuroimaging data.

b) Graph Learning Models: We include Graph Convolu-
tional Network (GCN) [49], Graph Isomorphism Network
(GIN) [50], and Graph Attention Network (GAT) [44] to
represent graph learning approaches. Brain networks are con-
structed from fMRI data using the BrainGB pipeline and
directly applied to these graph learning models without feature
selection. The PyTorch Geometric library is used for imple-
mentation. These models are chosen for their ability to capture
complex relationships and interactions within graph-structured
data, which is crucial for accurate brain activity analysis.

c) Static Brain Network Models: We include BrainGNN
[23], BrainGB [4], and BRAINNETTF [24] as static brain
network models. These models are trained according to their
respective implementations, focusing on capturing static con-
nectivity patterns within the brain. Their selection is based on
their specific design for handling brain network data and their
previous success in brain disorder diagnosis tasks.

d) Basic Dynamic Brain Network Models: We include ST-
fMRI [30], ST-GCNs [29], and STAGIN [15] as basic dynamic
brain network models. These models utilize fixed sliding win-
dows to extract dynamic functional connectivity from fMRI
data, generally focusing on phenotype prediction and lever-
aging graph convolutional networks as their core technology.
They provide a baseline for dynamic modeling capabilities
using conventional techniques.

e) Advanced Dynamic Brain Network Models: We include
DART [16], MDGL [37], and OT-MCSTGCN [38] as ad-
vanced dynamic brain network models. These models also
employ fixed sliding windows but incorporate advanced tech-
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niques such as Transformers and attention mechanisms to
capture dynamic and heterogeneous brain activity. Specifically
designed for brain disorder diagnosis, these models represent
the state of the art in dynamic brain network modeling.

3) Implementation Details: We implemented BrainDGT in
Python with PyTorch to capture dynamic brain activity from
fMRI data. The preprocessing refines raw fMRI data into
functional ROIs using the Schaefer Atlas, detects neural
events via HRF estimation, and constructs dynamic brain
networks as spatio-temporal graphs. The Dynamic Graph
Transformer employs Graph Attention Networks (GATs) for
spatial dependencies and Transformer encoders for temporal
dependencies, followed by adaptive fusion and classification
with a fully connected neural network. The model is trained
and evaluated on three fMRI datasets, partitioned into 70%
training, 15% validation, and 15% testing subsets. Training
uses the Adam optimizer with a 0.001 learning rate, cross-
entropy loss, and early stopping based on validation loss.
Hyperparameters are tuned through grid search and cross-
validation, identifying optimal values of three GAT layers
and two Transformer layers. The window size for segmenting
neural event sequences uses HRF estimation. Computational
resources include an NVIDIA GeForce RTX 4090 GPU, 64GB
of RAM, and an Intel Core i9 processor, ensuring efficient
handling of BrainDGT computations.

4) Evaluation Metrics: We evaluated BrainDGT and the
baseline methods using three key metrics: accuracy, F1-score,
and the area under the ROC curve (AUC).

5) Computational Complexity: We assessed the efficiency of
the BrainDGT model by analyzing its computational complex-
ity. The time complexity is mainly due to the graph encoder
and the temporal encoder. The graph encoder, using graph
attention networks (GAT), has a time complexity of O(N2),
where N is the number of nodes. The temporal encoder,
using Transformer encoders, has a complexity of O(n2 · d),
where n is the sequence length and d is the dimension of
the model. The space complexity considers the storage of
dynamic brain networks and model parameters: O(N2 · T )
for the networks, with N nodes and T time points, and O(D)
for the parameters, where D is the total number of param-
eters. Despite its high computational complexity, BrainDGT
effectively captures dynamic brain activity and is efficient in
detecting brain disorders, justifying its computational cost.

B. Performance of BrainDGT

We evaluated BrainDGT using the ADNI, PPMI, and
ABIDE datasets, which represent various subject demo-
graphics and brain disorder classifications, providing a
comprehensive assessment of the model’s generalizability.
BrainDGT achieves the highest accuracy on the PPMI dataset
(88.58%±4.43), indicating effective capture of Parkinson’s
Disease (PD) neural patterns, although the F1 score is lower
(62.63%±1.54) due to variability in PD symptoms. On the
ABIDE dataset, BrainDGT shows a high AUC (88.30%±3.97),
reflecting excellent discriminative power, but has slightly lower
accuracy and F1 scores, highlighting challenges in distinguish-
ing Autism Spectrum Disorder (ASD) from control subjects.

The ADNI dataset shows moderate performance with an
accuracy of 77.52%±1.89, F1 score of 72.57%±4.81, and AUC
of 80.02%±1.98, indicating that while BrainDGT can identify
Alzheimer’s Disease (AD) neural activity, improvement is
needed in reducing false positives and enhancing sensitivity.

C. Comparison with Baseline Methods (RQ1)
We compare BrainDGT with various baseline methods using

the ADNI, PPMI, and ABIDE datasets. Baseline methods
are grouped into categories. For each group, we analyze
BrainDGT’s performance relative to these baselines and dis-
cuss the reasons for observed differences. Table II summarizes
the results, highlighting BrainDGT’s superior performance.

Conventional machine learning models used for compar-
ison include SVM, RF, and MLP. These models employ
graph theory-based features extracted from brain networks
constructed using the BrainGB pipeline. Our BrainDGT model
significantly outperforms the best performing conventional
machine learning model, MLP, across all datasets. In the ADNI
dataset, BrainDGT’s accuracy of 77.52% is 27.0% higher than
MLP’s 61.04%. The F1 score for BrainDGT is 59.5% higher
than MLP’s 45.46%, and AUC is 20.9% higher than MLP’s
66.22%. Similar improvements are observed in the PPMI and
ABIDE datasets, with BrainDGT consistently achieving higher
scores in all metrics. The superior performance of BrainDGT
can be attributed to its ability to capture the dynamic and
heterogeneous nature of brain activity, which conventional
machine learning models fail to do. By using adaptive segmen-
tation of ROIs and dynamic graph representations, BrainDGT
provides a more accurate and nuanced understanding of brain
connectivity patterns. This approach overcomes the limitations
of fixed sliding windows and static feature extraction methods,
leading to more reliable and precise predictions.

Graph learning models, like GCN, GIN, and GAT, apply
graph techniques to fMRI brain networks. BrainDGT outper-
forms GAT. On ADNI, BrainDGT’s accuracy is 17.0% higher
than GAT’s 66.23%, its F1 score is 30.6% higher than GAT’s
55.52%, and its AUC is 15.6% higher than GAT’s 69.25%.
Similar improvements are seen on PPMI and ABIDE datasets.
This superior performance is due to BrainDGT’s dynamic
approach, capturing temporal variations in brain connectivity,
unlike static models like GCN, GIN, and GAT. BrainDGT’s
temporal encoders and adaptive fusion mechanisms enable it to
better track brain activity evolution, resulting in more accurate
predictions.

Static brain network models in our comparison include
BrainGNN, BrainGB, and BRAINNETTF. These static models
extract features that do not change over time. Our BrainDGT
model consistently outperforms BRAINNETTF across all
datasets. In ADNI, BrainDGT’s accuracy is 9.4% higher
than BRAINNETTF’s 70.82%, F1 score is 25.5% higher
than BRAINNETTF’s 57.82%, and AUC is 6.8% higher than
BRAINNETTF’s 74.91%. Similar results are in PPMI and
ABIDE. Static models fail to capture fMRI temporal dynam-
ics. BrainDGT models both spatial and temporal variations,
providing a more comprehensive analysis. Dynamic graphs
allow BrainDGT to identify transient changes in connectivity,
leading to more accurate and reliable disorder detection.
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TABLE II
COMPARATIVE PERFORMANCE ANALYSIS (%). BRAINDGT DEMONSTRATES STATISTICALLY SIGNIFICANT IMPROVEMENTS OVER BASELINE MODELS

CONFIRMED BY T-TESTS (P-VALUE < 0.05).

Baseline Group Method ADNI PPMI ABIDE

Accuracy F1 AUC Accuracy F1 AUC Accuracy F1 AUC

Machine
Learning

SVM 60.47±3.34 43.79±0.67 64.57±0.97 63.65±1.31 36.62±4.57 41.61±2.74 63.90±4.98 40.60±1.50 65.62±0.90
Random Forest 60.65±4.31 44.47±4.96 63.98±2.36 65.36±1.00 37.75±3.21 41.22±3.66 64.80±0.67 41.75±2.27 67.81±4.69

MLP 61.04±4.75 45.46±1.99 66.22±2.79 66.14±3.93 36.48±1.63 42.19±3.71 64.91±0.86 42.65±0.58 68.00±2.11

Graph Learning
GCN 65.74±4.52 52.81±1.29 69.92±4.75 72.81±0.96 40.86±4.36 45.76±1.93 67.85±3.18 50.94±2.09 71.86±1.54
GIN 64.86±3.05 54.90±4.29 68.49±2.04 75.06±3.94 41.85±2.47 46.85±3.28 69.14±3.75 51.68±2.81 72.66±0.93
GAT 66.23±3.04 55.52±4.85 69.25±1.06 74.85±4.10 42.38±4.95 47.41±1.68 71.18±3.52 53.98±3.20 74.98±4.45

Static Brain
Network Models

BrainGNN 68.57±1.14 56.72±1.32 72.88±0.88 77.57±4.10 45.58±2.66 49.87±1.44 73.70±4.15 55.32±2.27 75.16±4.48
BrainGB 69.82±1.81 57.06±2.10 73.99±1.40 79.24±1.51 46.42±0.53 51.31±4.82 74.18±3.22 56.94±3.20 76.70±1.86

BRAINNETTF 70.82±2.60 57.82±0.06 74.91±4.96 80.21±2.17 47.07±0.90 52.18±4.53 75.25±1.01 57.86±4.62 77.38±1.19

Dynamic brain
network models
(Basic)

ST-fMRI 69.76±4.67 58.57±3.50 70.18±1.16 81.99±4.19 49.76±3.06 54.48±5.00 76.57±2.82 59.18±0.73 81.89±2.81
ST-GCNs 71.49±3.81 61.07±3.39 72.81±3.68 82.56±4.81 51.26±4.35 56.02±4.20 78.52±3.45 61.01±4.00 82.50±1.96
STAGIN 72.25±3.83 63.30±2.08 73.73±3.46 83.17±2.68 52.21±2.13 57.97±1.72 80.16±1.83 63.38±2.36 83.24±1.38

Dynamic brain
network models
(Advanced)

DART 72.76± 1.2 62.31±1.22 70.91±0.63 81.77±3.47 55.34±4.70 64.22±1.55 82.53±2.26 64.24±3.80 84.17±2.60
MDGL 73.59±1.91 67.40±4.50 74.76±1.05 83.89±4.59 59.17±4.19 65.51±3.34 82.86±3.28 65.45±3.20 85.25±4.68

OT-MCSTGCN 74.92±3.03 69.36±1.15 75.29±1.00 84.85±3.48 60.87±3.77 66.41±3.98 83.60±0.58 65.98±4.28 86.43±2.55
Ours BrainDGT 77.52±1.89 72.57±4.81 80.02±1.98 88.58±4.43 62.63±1.54 68.38±3.92 85.42±2.51 68.59±3.10 88.30±3.97

Basic dynamic brain network models like ST-fMRI, ST-
GCNs, and STAGIN use fixed sliding windows for dynamic
functional connectivity from fMRI data and graph learning
techniques. BrainDGT significantly outperforms STAGIN. In
the ADNI dataset, BrainDGT’s accuracy is 5.2% higher, F1
score is 14.6% higher, and AUC is 8.6% higher than STAGIN.
BrainDGT also consistently outperforms ST-fMRI, ST-GCN,
and STAGIN in PPMI and ABIDE datasets. Fixed sliding
windows in basic models may capture brain activity dynam-
ics suboptimally. BrainDGT overcomes this by adaptively
segmenting BOLD signals based on HRF estimation, accu-
rately representing dynamic brain connectivity. This, along
with advanced graph and temporal encoders, enables superior
performance.

Advanced dynamic brain network models, such as DART,
MDGL, and OT-MCSTGCN, use techniques like transform-
ers and attention mechanisms. BrainDGT surpasses OT-
MCSTGCN in all metrics: 3.5% higher accuracy (74.92%
vs. OT-MCSTGCN), 4.6% higher F1 score (69.36%), and
4.7% higher AUC (75.29%) on the ADNI dataset. BrainDGT
shows similar superior performance on PPMI and ABIDE
datasets. While OT-MCSTGCN relies on fixed sliding win-
dows, BrainDGT’s adaptive segmentation and fusion of dy-
namic/static features offer a more accurate view of brain
activity. Its advanced graph-temporal encoders capture com-
plex brain dependencies and interactions, improving disorder
detection.

D. Ablation Study (RQ2)

We conducted an ablation study on BrainDGT to evaluate
the contribution of its components. The baseline model in-
cludes all components from the methods section. We created
several scenarios by removing or altering components. First,
we evaluated the impact of using raw fMRI data by omitting
preprocessing. Then, we assessed heterogeneity by construct-
ing 400-node brain networks without further segmentation. To
analyze dynamic modeling, we replaced HRF-based sequences

with fixed sliding windows. We also omitted the graph and
temporal encoders to understand their impact. Finally, we
removed the adaptive fusion process to evaluate its role. We
used consistent datasets (ADNI, PPMI, ABIDE) and data splits
for training, validation, and testing. Multiple iterations deter-
mined the statistical significance of differences. Each model’s
performance is compared to the baseline using accuracy, F1-
score, and AUC, and results are in Fig. 4.

The results of the ablation study show a significant per-
formance drop when key components are removed from
BrainDGT. The removal of pre-processing causes the largest
drop, highlighting its role in enhancing signal quality and
reducing noise. The Accuracy on the ADNI dataset drops
by 19.2%, with F1 score and AUC dropping by 19.4% and
15.17%, respectively. Omitting network heterogeneity leads
to notable declines, with accuracy drops of 4.9% (ADNI)
and 4.8% (ABIDE), underscoring the importance of modeling
heterogeneous activation patterns. Removing dynamic model-
ing decreases accuracy by 3.5% to 4.1%, showing the need
to reflect fluctuations in temporal neural activity. Excluding
graph and temporal encoders, crucial for capturing structural
and temporal features, results in 6.3% to 7.2% and 8.2% to
8.4% accuracy drops, respectively. Lastly, removing adaptive
fusion, which integrates these features for robust detection of
brain disorders, causes marked performance degradations.

E. Parameter Analysis (RQ3)

We performed parameter analysis to determine the impact
of key variables on BrainDGT model performance in detecting
brain disorders using fMRI data. Specifically, we analyzed the
number of functional ROIs (n) and the number of layers (l)
in the graph and temporal encoders. These parameters were
varied to find their optimal values for model accuracy and
reliability. The number of functional ROIs (n) ranged from
1 to 17 using predefined networks within Schaefer atlases.
The number of layers (l) varied from 1 to 5 to capture the
complexity and temporal dependencies of neural activity.
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Fig. 5. The accuracy and F1-score of BrainDGT w.r.t. different n values.
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Fig. 6. The accuracy and F1-score of BrainDGT w.r.t. different l values.

We performed experiments using a grid where each point
represents a unique combination of n and l. These experiments
are performed on the ADNI, PPMI, and ABIDE fMRI datasets,
keeping all other variables constant. BrainDGT is trained and
evaluated using each parameter combination. Our analysis
reveals distinct patterns for each dataset. For the ADNI dataset,
the highest precision (77.52%) and F1 score (72.57%) are
achieved with n = 10 and l = 2. Increasing ROIs beyond
10 decreases performance, suggesting an optimal granularity
level. A shallow network with 2 layers yields the best results,
with deeper networks not significantly improving performance.
In the PPMI dataset, optimal performance is achieved with
n = 9 and l = 2, resulting in 88.58% accuracy and a
62.63% F1 score. Similar to ADNI, more than 9 ROIs lead
to diminishing returns, and the 2-layer depth provides the best
balance between complexity and performance. For the ABIDE
dataset, the best results are obtained with n = 7 and l = 3,
achieving 85.42% accuracy and a 68.59% F1 score, indicating
a slightly deeper network is beneficial. Figs. 5 and 6 depict
these relationships, showing trends in accuracy and F1 score
with varying n and l.

V. CONCLUSION

In this article, we study dynamic brain networks, which
play a major part in diagnosing brain disorders. We pro-
pose BrainDGT, a dynamic Graph Transformer model for
analyzing modular brain activities. The BrainDGT model

improves the accuracy of brain disorder diagnosis from three
perspectives, including adaptive temporal length estimation,
modular segmentation of fMRI scans, and dual attention
mechanisms. First, compared with other models that utilize
fixed temporal lengths, BrainDGT estimates adaptive brain
states through deconvolution of the Hemodynamic Response
Function (HRF), avoiding the constraints of fixed-size win-
dows. Second, BrainDGT effectively segments fMRI scans
into functional modules based on established brain networks,
allowing for detailed, module-specific analysis. Additionally,
the BrainDGT model introduces a dual attention mechanism:
graph-attention extracts structural features from dynamic brain
network snapshots, while self-attention identifies significant
temporal dependencies. These spatio-temporal features are
adaptively fused into a unified representation for disorder
classification.

Experimental results show that the proposed model outper-
forms the baselines on three real fMRI datasets, ADNI, PPMI,
and ABIDE, proving that BrainDGT can effectively classify
brain network representations. In summary, our study realizes
the improved diagnosis of brain disorders and promotes the use
of dynamic Graph Transformer technology in brain analysis. In
the future, we will refine the model and explore its application
to other neuroimaging data to enhance its clinical utility and
effectiveness.

REFERENCES

[1] M. Hallett, W. De Haan, G. Deco, R. Dengler, R. Di Iorio, C. Gallea,
C. Gerloff, C. Grefkes, R. C. Helmich, M. L. Kringelbach, F. Miraglia,
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