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Abstract 

The successful implementation of artificial intelligence (AI) in healthcare is dependent upon the acceptance of this 

technology by key stakeholders, particularly patients, who are the primary beneficiaries of AI-driven outcomes. 

This international, multicenter, cross-sectional study assessed the attitudes of hospital patients towards AI in 

healthcare across 43 countries. A total of 13806 patients at 74 hospitals were surveyed between February and 

November 2023, with 64.8% from the Global North and 35.2% from the Global South. The findings indicate a 

predominantly favorable general view of AI in healthcare, with 57.6% of respondents expressing a positive 

attitude. However, attitudes exhibited notable variation based on demographic characteristics, health status, and 

technological literacy. Female respondents and those with poorer health status exhibited fewer positive attitudes 

towards AI use in medicine. Conversely, higher levels of AI knowledge and frequent use of technology devices 

were associated with more positive attitudes. It is noteworthy that less than half of the participants expressed 

positive attitudes regarding all items pertaining to trust in AI. The lowest level of trust was observed for the 

accuracy of AI in providing information regarding treatment responses. Patients exhibited a strong preference for 

explainable AI and physician-led decision-making, even if it meant slightly compromised accuracy. This large-

scale, multinational study provides a comprehensive perspective on patient attitudes towards AI in healthcare 

across six continents. Findings suggest a need for tailored AI implementation strategies that consider patient 

demographics, health status, and preferences for explainable AI and physician oversight. All study data has been 

made publicly available to encourage replication and further investigation.  
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Introduction 

Artificial Intelligence (AI) has become increasingly prevalent in various industries and public sectors, including 

healthcare.1,2 In particular, the development of large language models (LLMs) such as ChatGPT has intensified 

public discourse on the potential impact of AI, especially in healthcare.3-5 

AI technologies offer promising solutions to pressing healthcare challenges, including staff shortages, high 

administrative costs, and economic constraints.6 In clinical practice, AI applications range from assisting with 

image-based diagnoses to personalizing treatment strategies and predicting risk factors and therapy responses.7-9  

Beyond direct patient care, AI facilitates drug discovery and development while streamlining administrative tasks 

such as data extraction, curation, and report structuring.10,11  

The economic implications are substantial, with projections suggesting that AI technologies could reduce 

healthcare spending in the United States by five to ten percent, potentially yielding annual savings of $200 to $360 

billion.12 The rapid integration of AI in healthcare is further evidenced by the Food and Drug Administration's 

approval of 692 AI- and machine learning-enabled medical devices through July 2023, with 478 (69.1%) approved 

in just the past three years.13 

Despite this rapid growth, the benefits of AI applications to patient care are not always clear.14 While patient 

acceptance is important for the sustainable adoption of AI, patients may not always have the opportunity to consent 

to its use.15,16 To address this challenge, adopting biopsychosocial perspectives that recognize patients' unique 

experiences, beliefs, and values in health maintenance can help steer AI towards patient-centered care.15-21 

Moreover, fostering patient trust in AI is vital, as it may positively influence adherence to AI-assisted care and 

related health outcomes, as demonstrated in conditions such as diabetes management.22,23  

Exploring patient perspectives can, therefore, be highly beneficial in ensuring the successful integration of AI in 

healthcare. Patients whose health is directly affected by AI – either through improved treatment and diagnosis or 

by potential consequences of immature AI – may hold views that diverge significantly from those of clinicians.  

However, a notable knowledge gap exists regarding patient attitudes, particularly on a large, international scale. 

Existing studies are limited to data from one or at most two countries, failing to capture the likely variations in 

patient attitudes across different sociodemographic contexts.24-31  

To address these challenges, we conducted the first large-scale, international, multicenter survey of hospital 

patients to determine 1) patients' trust, concerns, and preferences towards AI in healthcare and diagnostics and 2) 

factors that influence patient attitudes. By focusing on the voices of patients from diverse global contexts, including 

from the Global North and South, this study aims to provide a comprehensive, global perspective on patient 

attitudes towards AI in healthcare, thereby contributing to the development of patient-centered AI applications. 
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Methods 

Study Design 

This multicenter, international, cross-sectional study was conducted in accordance with the Strengthening the 

Reporting of Observational studies in Epidemiology (STROBE) statement (see eTable 13) and American 

Association for Public Opinion Research best practices for survey research. Ethical approval was obtained from 

the Charité – Universitätsmedizin Berlin (EA4/213/22), which served as the lead institution, and from all other 

participating hospitals according to their institutional policies (see eTable 14). Given the unsupervised and 

anonymous design of the instrument, informed consent was waived to preserve participant anonymity. 

Setting and Participants 

The survey was administered to a non-probability convenience sample at 74 COMFORT network hospitals across 

43 countries. Local staff disseminated the surveys, which were also displayed in prominent areas such as waiting 

rooms, from February 1, 2023, to November 1, 2023. We targeted radiology departments as the primary site for 

the survey because of the high turnover of patients with a wide range of conditions. Participants could submit their 

responses through drop boxes or directly to staff. Collected data from all participating sites were then centrally 

analyzed at Charité Berlin. The sample size was determined using Cochran's formula. Assuming a 50% response 

distribution (which was chosen because it allows for the most conservative estimate), a 95% confidence level, and 

a five percent margin of error, we determined a minimum sample size of 385 respondents. Inclusion criteria were 

patients aged 18 years or older who attended a participating department during the study period, agreed to 

participate in the survey voluntarily, and were able to complete the questionnaire independently in one of 26 local 

languages (Azerbaijani, Bahasa Indonesia, Bulgarian, Croatian, Czech, Dutch, English, French, German, Greek, 

Hindi, Hungarian, Italian, Japanese, Macedonian, Malayalam, Mandarin, Polish, Portuguese, Romanian, 

Slovenian, Spanish, Swedish, Thai, Turkish, Vietnamese). Patients who did not complete any items or only items 

capturing variables for sample stratification were excluded. 

Survey Development and Design 

To inform the survey construct for our measures on patient attitudes towards the use of AI in healthcare and 

diagnostics, we followed the systematic review by Young et al., synthesizing 23 qualitative, quantitative, or mixed-

method original articles on patient and public attitudes toward clinical AI.24 In addition, a sample of ten voluntary 

patients who visited the Department of Radiology at Charité – Universitätsmedizin Berlin in January 2023 were 

interviewed to explore how patients understand and conceptualize the construct, starting with an unprompted 

discussion followed by focused questions on our measures. Based on the systematic review and semi-structured 

interviews, a multidisciplinary expert panel from the COMFORT consortium, including patient representatives, 
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radiologists, urologists, medical faculty members and educators, AI researchers and developers, and biomedical 

ethicists and statisticians from seven countries, developed a 26-item survey. The comprehensibility and overall 

length of our instrument were evaluated in cognitive interviews with ten patients at the Department of Radiology, 

Charité Berlin, followed by a pilot study to test the internal reliability, consistency, and unidimensionality. 

The pilot study group consisted of 100 patients visiting the Department of Radiology, Charité – University 

Medicine Berlin in January 2023. Psychometric validation of the questionnaire was performed using "R" version 

4.2.2, including the packages "tidyverse" (1.3.2), "lavaan" (0.6-13), and "psych" (2.2.9).32-34 Baseline 

characteristics of the pilot study group are displayed in eTable 15.  

The internal consistency of the questionnaire was assessed using Cronbach's alpha. The following scales with six 

items each were evaluated: "Trust in AI," "AI and Diagnosis," and "Preferences and Concerns Towards AI." The 

"Trust in AI" scale demonstrated excellent internal consistency (𝛼 = .94), while the "AI and Diagnosis" and 

"Preferences and Concerns Towards AI" scales showed good consistency (𝛼 = .80 and 𝛼 = .86, respectively).  

The Kaiser-Meyer-Olkin (KMO) measure and Bartlett's test of sphericity further validated the appropriateness of 

the data for factor analysis. The KMO measure was .93, indicating that sampling was adequate and the data were 

suitable for factor analysis. Bartlett's Test of Sphericity yielded a significant result (P < .001), confirming that the 

variables were sufficiently correlated for factor analysis. Confirmatory factor analysis was used to assess the 

construct validity of the questionnaire. Model fit indices indicated a reasonable fit to the data, with a Comparative 

Fit Index of 0.956 and a Tucker-Lewis Index of 0.949, both above the recommended threshold of 0.9. The Root 

Mean Square Error of Approximation was .066, and the Standardized Root Mean Square Residual was .055, 

indicating a good model fit. Factor loadings were significant, indicating strong relationships between items and 

their respective latent constructs. 

Variables 

The instrument consisted of three dimensions: "Trust in AI," "AI and Diagnosis," and "Preferences and Concerns 

Towards AI," each with six items, complemented by a general data section with eight items (self-reported gender, 

age, highest educational level, weekly use of technological devices, health status, AI knowledge, and general 

attitudes towards AI in medicine and healthcare). We have chosen to collect data on gender rather than sex to 

allow for a more inclusive data collection that recognizes diverse individuals and reflects social identities, roles, 

and experiences that are not captured by biological characteristics. 

"Trust in AI" measured confidence in AI improving healthcare, trust in AI providing information about health, 

diagnosis, response to treatment and making vital decisions, and agreement with the use of AI depending on 

disease severity using four- and five-point Likert scale items. "AI and Diagnosis" assessed attitudes towards AI 
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analyzing X-rays and cancer, its role as a second opinion for physicians, trade-offs in diagnostic accuracy, and 

diagnostic preferences if AI and physicians would have equal accuracy using four- and five-point Likert scale and 

two multinomial items. "Preferences and Concerns Towards AI" assessed attitudes on the use of AI in healthcare 

facilities, preference for visiting such facilities, and concerns about the impact of AI on cost, data security, 

physician-patient interaction, and replacement of human physicians using four- and five-point Likert scale items. 

Statistical Analysis 

Statistical analyses were conducted using 'R' version 4.3.1, employing the packages 'tidyverse' (2.0.0), 'ordinal' 

(2023.12-4), and 'lme4' (1.1-35-1) for data manipulation and modeling.32,35,36 Survey results were summarized 

using frequencies and percentages for the total cohort, the Global North and Global South based on the definitions 

of the United Nations Finance Center for South-South Cooperation, and by continent according to the location of 

the hospital visited using the United Nations Geoscheme.37,38 To assess differences between patient groups 

(categorized by gender, age, highest educational level, number of technical devices used weekly, AI knowledge, 

and health status), we employed cumulative link mixed models (CLMMs) and binary mixed-effects models. 

CLMMs were used for ordinal response items to account for the ordered nature of the responses while considering 

both the grouping factors as fixed effects and the collection site as a random effect to control for site-specific 

clustering. For questions with categorical outcomes, binomial logistic regression models were fitted, utilizing a 

one-vs-rest strategy. Cases with missing data were excluded from the respective analyses. Adjusted P values were 

calculated using a Bonferroni correction to address the issue of multiple comparisons. An adjusted P value of <.05 

was considered statistically significant. 

Data Availability Statement 

The full dataset and data dictionary are publicly available under CC-BY 4.0 international license at figshare: 

https://doi.org/10.6084/m9.figshare.24964488  

Code Availability Statement 

The code for all statistical analyses is publicly available at: https://github.com/kbressem/ai-survey 

Ethics and Inclusion Statement 

This study focused on capturing and comparing a wide range of hospital patient attitudes towards AI worldwide, 

using a non-probability convenience sample of patients from network hospitals of the COMFORT project, funded 

by the European Union's Horizon Europe program and led by Charité Berlin. Each site obtained Institutional 

Review Board approval to conduct the survey at their institution in accordance with local guidelines. At least one 

principal investigator from each site was involved in the design and implementation of the survey, including 

substantial contributions to survey development, planning, translation (if applicable), data collection, 
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interpretation, and validation of results. The questionnaires were completely anonymous. If participants added 

personal identifiers, such as names and contact information, these questionnaires were discarded to prevent the 

identification of individuals. In addition, all sites agreed that the original questionnaires would never be published 

or shared with unauthorized individuals or organizations. All participating sites had full access to the survey data 

and agreed that the aggregated electronic results would be made publicly available under the international CC-BY 

4.0 license with publication. All consortium members have critically reviewed the manuscript, agreed to the final 

version for publication, and take responsibility for the accuracy and integrity of the work. Where available, we 

have discussed local and regional research relevant to our findings, although, at the time of manuscript preparation, 

all previous studies capturing patient attitudes towards AI were based in the Global North or China.24-31 

 

Results 

Participants 

A total of 13955 surveys were collected, of which 1.1% (n=149/13955) were excluded from analysis due to no 

response to any item (0.1%, n=12/13955) or only to items in the general data section (1%, n=137/13955); see 

characteristics of excluded patients in eTable 1. Of the 13806 patients included, most surveys were collected in 

radiology departments (51.3%, n=7081/13806), followed by gastroenterology (7.9%, n=1098/13806), cardiology 

(5.4%, n=743/13806), and 21 other specialty departments (35.4%, n=4884/13806). Most patients (64.8%, 

n=8951/13806) visited hospitals in the Global North. Europe accounted for 41.7% (n=5764/13806) of patients, 

followed by Asia (25.2%, n=3473/13806), North America (16.5%, n=2284/13806), South America (9.7%, 

n=1336/13806), Africa (5.3%, n=728/13806), and Oceania (1.6%, n=221/13806). Figure 1 illustrates the 

geographical distribution of participating institutions. A detailed list of participating institutions and corresponding 

departments and patient numbers can be found in eTable 2.  

Sociodemographic profiles and technology literacy, health status, and AI knowledge are shown in Table 1 for the 

overall study population and the region-specific subgroups. Gantt diagrams depicting the responses for each survey 

item for the total study cohort can be viewed in Figure 2. Regional breakdowns for each item response are 

presented in Table 2. 

General attitudes towards AI 

Most patients were positive about the general use of AI in medicine (question (Q) 1; 57.6%, n=7775/13502) and 

favored its increasing application in healthcare (Q2; 63%, n=8381/13314). Female respondents tended to be 

slightly less positive about the general use of AI in medicine than males, with 55.6% (n=3511/6318) having "rather 

positive" or "extremely positive" views on AI compared to 59.1% (n=4057/6864) of males (Q1; adjusted odds 
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ratio (AOR): 0.84, 95% confidence interval (CI): 0.78 to 0.9; see eTables 3 and 8). Patients tended to be more 

dismissive towards AI if they reported worse overall health status. Of the patients with very poor health status, 

26.3% (n=53/199) had "extremely negative" and 29.2% (n=58/199) "rather negative" views on AI. In comparison, 

only 1.3% (n=33/2538) and 5.3% (n=134/2538) of patients with very good health shared those views (see eTable 

9). This trend was also reflected in the AOR, which increased with higher self-reported health status, ranging from 

0.15 (95% CI: 0.11 to 0.21) for very poor to 0.71 (95% CI: 0.64 to 0.78) for good, compared with those who 

indicated very good health (Q1; see eTable 4).  

Similar observations were made for higher AI knowledge, where 83.3% (n=175/210) of self-reported AI experts 

had "rather positive" or "extremely positive" views, compared to 38% (n=667/1755) of those with no AI 

knowledge (Q1; see eTable 10). For this question, AORs ranged from 1.75 (95% CI: 1.56 to 1.96) for little 

knowledge to 7.11 (95% CI: 5.19 to 9.74) for expert compared to no knowledge (Q1; see eTable 5).  

Patients with a higher technological affinity or literacy, measured by the number of technology devices used 

weekly, also showed a higher tendency to express positive views on AI (Q1; AOR: 1.17, 95% CI: 1.13 to 1.21; 

see eTable 6). Age and level of education did not significantly influence general attitudes (Q1/Q2; see eTables 6 

and 7). Absolute survey results for each item stratified by gender, education level, health status, AI knowledge, 

age, and weekly use of technological devices are presented in eTables 8-12. 

Trust in AI 

Less than half of the respondents indicated a positive attitude towards the items related to trust in AI. Overall, 

48.5% (n=6573/13542) of patients surveyed were confident that AI would improve healthcare (Q3), 43.9% 

(n=5935/13507) trusted AI to provide reliable health information (Q4), 43.6% (n=5887/13496) trusted AI to 

provide accurate information about their diagnosis (Q5), and 41.8% (n=5637/13480) trusted AI to provide accurate 

information about their response to therapy (Q6).  

While the majority of female patients responded positively towards AI for all items on trust, they were slightly 

less favorable than male patients, reflected in the lower AORs compared to males, ranging from 0.76 (Q5 and Q6; 

95% CIs: 0.71 to 0.8 and 0.71 to 0.81) to 0.8 (Q4; 95% CIs: 0.74 to 0.85; see eTable 3). For instance, in Q3, 45% 

(n=2862/6357) of female respondents had "much" or "very much" confidence that AI can improve healthcare, 

compared to 51.4% (n=3526/6861) of male respondents (see eTable 8). 

For Q3 to Q6, patients with expert knowledge consistently expressed higher tendencies to answer more favorably 

towards AI with AORs ranging from 3.26 (Q4; 95% CI: 2.41 to 4.41) to 5.11 (Q3; 95% CI: 3.76 to 6.94; see eTable 

5). For example, in Q3, 77.3% (n=163/211) of self-reported AI experts had "much" or "very much" confidence in 

AI improving healthcare, compared to only 35.9% (n=630/1756) of those with no AI knowledge (see eTable 10). 
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Similarly, AORs for Q3 to Q6 increased with better self-reported health status, with the reference group of patients 

reporting very good health consistently demonstrating the highest AORs (see eTable 4).  

Only 11.4% (n=1499/13139) of patients were against using AI regardless of the disease (Q7). In contrast, 27.9% 

(n=3661/13139) preferred to use AI only for minor conditions such as the common cold, 26.7% (n=3510/13139) 

accepted AI for moderate conditions such as appendicitis, and 34% (n=4469/13139) were open to using AI for 

severe conditions such as traffic accidents. Notably, 42.9% (n=5758/13437) of patients trusted a highly accurate 

AI to make vital health decisions on their behalf (Q8). However, this trust varied significantly in terms of both 

health status and AI knowledge. 50.4% (n=1273/2526) of patients with very good health trusted AI for vital 

decisions, compared to only 26% (n=51/196) of those with very poor health, reflected in an AOR of 0.45 (95% 

CI: 0.33-0.62; see eTables 4 and 9). 91.4% (n=192/210) of self-reported AI experts trusted or strongly trusted AI 

for vital decisions, compared to only 36% (n=628/1745) of those with no AI knowledge, with AORs ranging from 

1.18 (95% CI: 1.06-1.32) for little knowledge to 2.06 (95% CI: 1.52-2.8) for expert knowledge (see eTables 5 and 

10).  

Preferences towards AI applications in diagnostics and healthcare facilities 

The majority of patients preferred healthcare facilities that use AI software to assist in diagnosis (Q15), with 62% 

(n=7841/12652) expressing a positive attitude. Similarly, most patients indicated that they would often or always 

prefer facilities that use AI (Q16; 71.4%, n=8922/12497). Female patients tended to be less positive than males 

for both items (Q15: 59.9% (n=3585/5990) versus 63.9% (n=4041/6329); Q16: 68.7% (n=4061/5912) versus 

73.7% (n=4618/6263)) with AORs of 0.79 (95% CI: 0.78 to 0.79) for Q15 and 0.81 (95% CI: 0.75 to 0.88) for 

Q16 (see eTables 3 and 8). AI knowledge also significantly influenced these preferences, with AORs for expert 

knowledge of 4.77 (95% CI: 3.51 to 6.48) for Q15 and 3.18 (95% CI: 2.29 to 4.42) for Q16, compared to no 

knowledge. For instance, 79.7% (n=161/202) of self-reported AI experts had positive attitudes towards healthcare 

facilities using AI compared to 46.2% (n=747/1616) of those with no knowledge (Q15; see eTables 5 and 9).   

Younger age and higher technological literacy were only associated with a more positive attitude for Q15 (see 

eTable 6). 

The use of AI was viewed positively in various medical scenarios: 59.3% (n=7697/12986) supported the use of AI 

for X-ray analysis (Q9), 54.6% (n=7073/12953) for cancer diagnosis (Q10), and 68% (n=8804/12961) for 

availability as a second opinion for physicians (Q11). Notably, 70.2% (n=8816/12563) of patients preferred 

explainable AI (Q12), even if this meant a trade-off in accuracy compared to black-box models. This observation 

was consistent across subgroups with small and mostly non-significant differences. 
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Regarding diagnostic accuracy (Q13), 46.5% (n=5701/12268) preferred AI with higher sensitivity compared to 

36.3% (n=4452/12268) who preferred AI with higher specificity. When asked about joint diagnosis by physicians 

and AI when both have the same accuracy (Q14), the majority (72.9%, n=9222/12652) preferred a collaborative 

diagnostic approach where physicians make the final decision. Only a small proportion (4.4%, n=562/12652) 

supported the idea of fully autonomous AI in diagnosis, while 6.6% (n=829/12652) favored physicians making 

the diagnosis independently of AI. 

Concerns towards AI 

Concerns about data protection were expressed by 53.2% (n=6737/12668) of patients (Q17). Even more 

participants were concerned about AI's potential impact on healthcare delivery: 61.8% (n=7823/12669) feared that 

AI could reduce doctor-patient interaction (Q18), while 61.7% (n=7886/12773) were concerned that AI could 

replace human doctors (Q19). The expectation that AI will lead to increased healthcare costs was a concern for 

57.4% (n=7319/12751) of patients (Q20). 

Younger age was associated with lower concerns for all items (Q17 to Q20; AORs, 95% CIs ranging from 0.36, 

0.29 to 0.46 (Q18) to 0.62, 0.49 to 0.79 (Q17); see eTable 6). However, absolute differences were small, with 

53.3% of patients ≤48 years (n=3167/5938) vs. 53.4% (n=2984/5593) of patients >48 years expressing concerns 

in Q17 or 57.4% (n=3412/5940) of patients ≤48 years vs. 66.7% (n=3731/5592) of patients >48 years expressing 

concerns in Q18 (eTable 11).  

Notably, higher self-reported AI knowledge was associated with lower concerns about the replacement of human 

doctors (Q19; 50.2% (n=107/205) of experts vs. 62.2% (n=1037/1668) with no knowledge, AOR expert: 1.84, 

95% CI: 1.35 to 2.5) and increased healthcare costs (Q20; 51.7% of experts versus 62.6% with no knowledge, 

AOR expert: 1.83, 95% CI: 1.34 to 2.5; see eTables 5 and 10). 

 

Discussion 

This multinational study represents the most extensive and comprehensive survey to date of patient attitudes 

toward AI in healthcare worldwide. With 13806 participants from 43 countries, our findings provide a multifaceted 

understanding of patients' preferences, trust, and concerns about AI in healthcare. The results illustrate a nuanced 

landscape of attitudes, with most patients expressing support for the use of AI in healthcare while also articulating 

concerns about its implementation. 

Previous studies examining patient attitudes towards AI in healthcare have been limited to individual countries or 

specific clinical areas. For example, positive attitudes towards the use of AI in healthcare ranged from 53% in a 

German tertiary referral hospital to 94% in a German radiology patient study.26,29,31,39 Although this overall trend 
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is also reflected in our findings, with 57.6% of respondents expressing a generally positive view of the use of AI 

in healthcare, our study provides a more comprehensive and granular understanding of patient attitudes. Notably, 

71.4% of patients indicated a preference for healthcare facilities that utilize AI software (Q16). Interestingly, the 

preference for facilities utilizing AI was higher than the percentage of patients expressing a generally positive 

view of AI (57.6%, Q1) or favoring an increase in AI use in healthcare (63%, Q2). One potential explanation for 

this discrepancy is that the use of AI is perceived as a marker of modern technology, and patients anticipate that 

other aspects of the hospital may also be more modern. This perception may provide a rationale for healthcare 

providers to allocate greater resources toward AI solutions, particularly in contexts where the private healthcare 

sector is prominent. 

Our study also uniquely demonstrates how attitudes towards AI vary significantly based on demographic factors 

and health status. Young, healthy males tend to view AI most positively, while older patients and those with poorer 

health express more reservations. This gradient of acceptance suggests that as the likelihood of AI being applied 

to one's own care increases, patients become more cautious in their outlook. Similar trends were also observed for 

the use of AI depending on disease severity, where patients were less likely to accept AI for more severe conditions. 

This finding is also supported by a recent study by Khullar et al., who found that 31% of respondents to an online 

survey agreed with the use of AI in cancer diagnosis, compared to 55% for chest X-rays.29 However, it is important 

to note that their study allowed respondents to agree with AI use in multiple scenarios and focused on AI potentially 

replacing doctors in these activities. In contrast, our study examined the acceptance of AI application across a 

spectrum of disease severities, regardless of whether it was supplementing or replacing human doctors. In contrast, 

a study by Robertson et al. involving 2675 patients showed no significant preference for AI use based on disease 

severity.25  

A noteworthy finding of our study is the pronounced inclination towards explainable AI, which was observed to 

be independent of demographic characteristics. Approximately 70% of patients indicated a preference for AI with 

transparent decision-making processes, even if this entailed a slight compromise in accuracy. This preference for 

explainability is considerably higher than that reported in a previous US study, which found that only 42% of 

patients felt uncomfortable with highly accurate AI diagnoses that lacked explainability.29 Our study demonstrates 

a global desire for transparency in AI-driven healthcare decisions, which has significant implications for the 

development and implementation of AI in medical settings.  

Moreover, our results reinforce the importance of maintaining human oversight in AI-assisted healthcare. Despite 

the ongoing debate about the use of autonomous AI in healthcare,40-42 our findings indicate that the majority of 

patients prefer physicians to retain control when utilizing AI in clinical settings. Notably, only 4% of patients 
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preferred fully autonomous AI. Supporting these findings, previous studies have reported that 67% to 96% of 

patients would prefer physician-led diagnoses to AI recommendations.26,31,43,44 On the other hand, the preference 

for physicians to make diagnoses without the assistance of AI was expressed by only 6.6% of patients, suggesting 

a substantial endorsement of AI among the survey participants. 

Despite the generally favorable views on AI, we also observed multiple concerns among respondents. Over half 

voiced apprehensions about data security, reduced doctor-patient interaction, and potential increases in healthcare 

costs. These findings underscore the need for a balanced approach to AI implementation in healthcare, one that 

addresses patient concerns while leveraging the potential benefits of AI technology. 

This study has limitations. The non-probability convenience sampling likely resulted in low response rates and 

may have introduced selection and noncoverage bias, affecting data representativeness. Despite these issues, the 

sampling method enabled the collection of diverse patient attitudes across various countries and healthcare 

settings. The uncertain selection probabilities and unsupervised survey administration may limit the robustness of 

inferences. To address site-specific clustering and stratification variations, we used mixed models for subgroup 

analysis. While not fully generalizable to all hospital populations, the findings offer valuable insights into 

multinational patient attitudes towards AI in healthcare and can inform future research. The authors encourage 

replication and extension, particularly in underrepresented populations, and have made study materials available 

to support this. 

In conclusion, this global survey, which includes patients across six continents, provides the most comprehensive 

snapshot of patient attitudes toward AI in healthcare to date. Our findings reveal a nuanced landscape. While 

patients generally favor AI-equipped healthcare facilities and recognize AI's potential, they strongly prefer 

explainable AI systems and physician-led decision-making. Furthermore, attitudes vary significantly based on 

demographics and health status. These insights underscore the critical need for healthcare providers and AI 

developers to prioritize transparency, maintain human oversight, and tailor AI implementation to patient 

characteristics.   
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Figures 

 
Fig. 1. Geographical distribution of participating institutions (blue dots) on a world map. 

Legend: The size of the blue dots refers to the proportion of respondents per institution relative to the total number of respondents. Countries with at least one participating institution 

are highlighted in dark green. A, North America; B, Europe; C, Africa; D, South America; E, Asia; F, Australia. 
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Fig. 2. Gantt diagrams depicting the results for each item for the total study cohort.  

Legend: Colors represent the response options indicated below each Gantt chart, including the corresponding numerator and denominator.
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Very much
1291/13480

Q6: How much do you trust an AI to provide accurate information
about your response to therapy?

−75% −50% −25% 0% 25% 50% 75%

No use of AI
independent of the disease
1499/13139

Use only for
minor illnesses
3661/13139

Use also for moderately
severe diseases
3510/13139

Use also for
severe diseases
4469/13139

Q7: Which of the following statements about a potential application of AI in medicine
do you most likely agree with?

−75% −50% −25% 0% 25% 50% 75%

Completely disagree
1411/13437

Tend to disagree
2609/13437

Neutral
3659/13437

Tend to agree
4374/13437

Agree completely
1384/13437

Q8: I would trust a highly accurate AI to make a vital decision for me.

−75% −50% −25% 0% 25% 50% 75%

Extremly negative
381/12986

Rather negative
1226/12986

Neutral
3682/12986

Rather positive
5303/12986

Extremely positive
2394/12986

Q9: How would you rate it if a certified AI software analyzes X−ray images?

−75% −50% −25% 0% 25% 50% 75%

Extremly negative
567/12953

Rather negative
1581/12953

Neutral
3732/12953

Rather positive
4909/12953

Extremely positive
2164/12953

Q10: How would you rate it if a certified AI software diagnoses cancer?

−75% −50% −25% 0% 25% 50% 75%

Extremly negative
345/12961

Rather negative
836/12961

Neutral
2967/12961

Rather positive
5381/12961

Extremely positive
3432/12961

Q11: How would you rate it if a certified AI software would be available to doctors
as a second opinion?

−75% −50% −25% 0% 25% 50% 75%

A high degree of accuracy,
the decision path is clearly comprehensible.
8816/12563

A higher accuracy, the decision path however,
is not comprehensible.
3747/12563

Q12: Suppose an AI makes a diagnosis. What would you prefer?

−75% −50% −25% 0% 25% 50% 75%

The AI misses almost no diagnosis,
but often gives a false alarm.
5701/12268

The AI gives a false alarm about as
often as it misses a diagnosis.
2115/12268

The AI almost never gives a false alarm,
but sometimes misses a diagnosis.
4452/12268

Q13: Suppose an AI makes a diagnosis. What would you prefer?

−75% −50% −25% 0% 25% 50% 75%

Physicians make
the diagnosis alone.
829/12652

AI & physicians make the
diagnosis together. Doctors
make the final decision.
9222/12652

AI & physicians make the
diagnosis together.
Bothhave equal authority.
1722/12652

AI & physicians make the
diagnosis together.
The AI makes the final decision.
317/12652

AI makes the
diagnosis alone.
562/12652

Q14: Suppose an AI has about the same accuracy as doctors.
Which situation for a diagnosis would you prefer?

−75% −50% −25% 0% 25% 50% 75%

Extremly negative
322/12652

Rather negative
895/12652

Neutral
3594/12652

Rather positive
5228/12652

Extremely positive
2613/12652

Q15: What do you think of healthcare facilities (clinics, practices)
using AI software to aid in diagnosis?

−75% −50% −25% 0% 25% 50% 75%

Always prefer
facilities without AI.
775/12497

Tend to prefer
facilities without AI.
2800/12497

Rather prefer
facilities with AI.
7022/12497

Always prefer
facilities with AI.
1900/12497

Q16: Would you prefer to visit healthcare facilities that use AI software?

−75% −50% −25% 0% 25% 50% 75%

Very worried
2324/12668

Somewhat concerned
4413/12668

Neutral
3595/12668

Rather unconcerned
1627/12668

Unconcerned
709/12668

Q17: How concerned are you about AI compromising the protection
of your personal data?

−75% −50% −25% 0% 25% 50% 75%

Very worried
3123/12669

Somewhat concerned
4700/12669

Neutral
2958/12669

Rather unconcerned
1399/12669

Unconcerned
489/12669

Q18: How concerned are you that the use of AI will reduce the contact
between physicians and patients?

−75% −50% −25% 0% 25% 50% 75%

Very worried
3868/12773

Somewhat concerned
4018/12773

Neutral
2595/12773

Rather unconcerned
1571/12773

Unconcerned
721/12773

Q19: How concerned are you that AI could replace doctors in the future?

−75% −50% −25% 0% 25% 50% 75%

Very worried
3330/12751

Somewhat concerned
3989/12751

Neutral
3356/12751

Rather unconcerned
1365/12751

Unconcerned
711/12751

Q20: How concerned are you that the use of AI will lead to higher healthcare costs?
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Tables 

Table 1 Sociodemographic data and scores on technological literacy, health status, and AI knowledge items for the total study population and regional breakdowns by 
Global North/South and continents. 

 Total 
(N=13806) 

Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Gender, no. (%) - - - - - - - - - 
  Female 6451 (46.73%) 4163 (46.51%) 2288 (47.13%) 2636 (45.73%) 1472 (42.38%) 1101 (48.2%) 809 (60.55%) 342 (46.98%) 91 (41.18%) 
  Male 6973 (50.51%) 4639 (51.83%) 2334 (48.07%) 3008 (52.19%) 1812 (52.17%) 1137 (49.78%) 516 (38.62%) 375 (51.51%) 125 (56.56%) 
  Diverse 32 (0.23%) 22 (0.25%) 10 (0.21%) 18 (0.31%) 4 (0.12%) 2 (0.09%) 2 (0.15%) 4 (0.55%) 2 (0.9%) 
  Not    
  reported 

350 (2.54%) 127 (1.42%) 223 (4.59%) 102 (1.77%) 185 (5.33%) 44 (1.93%) 9 (0.67%) 7 (0.96%) 3 (1.36%) 

Age - - - - - - - - - 
Median (IQR), y 48 (34-62) 54 (39-66) 39 (28-52) 55 (39-67) 45 (31-59) 48 (36-61) 42 (30-55) 32 (25-42) 55 (37-66) 
Not reported, no. 
(%) 

1354 (9.81%) 877 (9.8%) 477 (9.82%) 639 (11.09%) 
 

392 (11.29%) 226 (9.89%) 62 (4.64%) 22 (3.02%) 13 (5.88%) 

Highest educational 
level, no. (%) 

- - - - - - - - - 

Elementary School           
Diploma 

1192 (8.63%) 780 (8.71%) 412 (8.49%) 684 (11.87%) 224 (6.45%) 96 (4.2%) 139 (10.4%) 39 (5.36%) 
 

10 (4.52%) 

Middle School 
Diploma 

2844 (20.6%) 1868 (20.87%) 976 (20.1%) 1416 (24.57%) 463 (13.33%) 448 (19.61%) 464 (34.73%) 46 (6.32%) 7 (3.17%) 

High School 
Diploma 

4142 (30%) 2790 (31.17%) 1352 (27.85%) 1431 (24.83%) 998 (28.74%) 946 (41.42%) 449 (33.61%) 229 (31.46%) 89 (40.27%) 

University Degree 5403 (39.14%) 3346 (37.38%) 2057 (42.37%) 2089 (36.24%) 1747 (50.3%) 776 (33.98%) 277 (20.73%) 402 (55.22%) 112 (50.68%) 
Not reported 225 (1.63%) 167 (1.87%) 58 (1.19%) 144 (2.5%) 41 (1.18%) 18 (0.79%) 7 (0.52%) 12 (1.65%) 3 (1.36%) 

Use of technical 
devicesa 

- - - - - - - - - 

Median (IQR), total 
no. 

2 (1-3) 2 (1-3) 1 (1-2) 2 (1-3) 1 (1-2) 2 (1-3) 2 (1-2) 1 (1-2) 2 (2-3) 

Smartphone, no. 
(%) 

12554 
(90.93%) 

8092 (90.4%) 4462 (91.91%) 5154 (89.42%) 3203 (92.23%) 2087 (91.37%) 1244 (93.11%) 661 (90.8%) 205 (92.76%) 

PC/laptop, no. (%) 7902 (57.24%) 5724 (63.95%) 2178 (44.86%) 3896 (67.59%) 1400 (40.31%) 1321 (57.84%) 769 (57.56%) 367 (50.41%) 149 (67.42%) 
Game console (eg, 
PlayStation, 
Switch), no. (%) 

924 (6.69%) 609 (6.8%) 315 (6.49%) 361 (6.26%) 200 (5.76%) 196 (8.58%) 104 (7.78%) 40 (5.49%) 23 (10.41%) 
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a Item: Which of these technical devices do you use at least once a week? 
b Item: What is your current general state of health? 
c Item: How would you rate your knowledge of artificial intelligence (AI)? 
Abbreviation: IQR, interquartile range. 

 Total 
(N=13806) 

Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Tablet (eg, iPad), 
no. (%) 

3344 (24.22%) 2519 (28.14%) 825 (16.99%) 1620 (28.11%) 595 (17.13%) 748 (32.75%) 209 (15.64%) 103 (14.15%) 69 (31.22%) 

E-reader, no. (%) 907 (6.57%) 677 (7.56%) 230 (4.74%) 463 (8.03%) 144 (4.15%) 175 (7.66%) 87 (6.51%) 25 (3.43%) 13 (5.88%) 
Smartwatch, no. 
(%) 

2443 (17.7%) 1797 (20.08%) 646 (13.31%) 1183 (20.52%) 423 (12.18%) 495 (21.67%) 222 (16.62%) 56 (7.69%) 64 (28.96%) 

None, no. (%) 363 (2.63%) 265 (2.96%) 98 (2.02%) 202 (3.5%) 79 (2.27%) 39 (1.71%) 32 (2.4%) 10 (1.37%) 1 (0.45%) 
Not reported, no. 
(%) 

54 (0.39%) 52 (0.58%) 2 (0.04%) 46 (0.8%) 0 6 (0.26%) 1 (0.07%) 1 (0.14%) 0 

Health statusb, no. 
(%) 

- - - - - - - - - 

Very poor 203 (1.47%) 66 (0.74%) 137 (2.82%) 56 (0.97%) 48 (1.38%) 3 (0.13%) 35 (2.62%) 57 (7.83%) 4 (1.81%) 
Poor 1221 (8.84%) 711 (7.94%) 510 (10.5%) 488 (8.47%) 380 (10.94%) 143 (6.26%) 130 (9.73%) 65 (8.93%) 15 (6.79%) 
Sufficient 4244 (30.74%) 2798 (31.26%) 1446 (29.78%) 1679 (29.13%) 1319 (37.98%) 652 (28.55%) 454 (33.98%) 107 (14.7%) 33 (14.93%) 
Good 5439 (39.4%) 3811 (42.58%) 1628 (33.53%) 2546 (44.17%) 1150 (33.11%) 966 (42.29%) 442 (33.08%) 237 (32.55%) 98 (44.34%) 
Very good 2553 (18.49%) 1448 (16.18%) 1105 (22.76%) 891 (15.46%) 559 (16.1%) 502 (21.98%) 273 (20.43%) 258 (35.44%) 70 (31.67%) 
Not reported 146 (1.06%) 117 (1.31%) 29 (0.6%) 104 (1.8%) 17 (0.49%) 18 (0.79%) 2 (0.15%) 4 (0.55%) 1 (0.45%) 

AI knowledgec, no 
(%) 

- - - - - - - - - 

No knowledge 
(never heard of AI) 

1848 (13.39%) 927 (10.36%) 921 (18.97%) 629 (10.91%) 692 (19.93%) 219 (9.59%) 194 (14.52%) 97 (13.32%) 17 (7.69%) 

Little knowledge 
(eg, documentary 
seen on television) 

8097 (58.65%) 5459 (60.99%) 2638 (54.34%) 3530 (61.24%) 2075 (59.75%) 1273 (55.74%) 751 (56.21%) 349 (47.94%) 119 (53.85%) 

Good knowledge 
(eg, read several 
articles about AI) 

3423 (24.79%) 2311 (25.82%) 1112 (22.9%) 1414 (24.53%) 649 (18.69%) 724 (31.7%) 306 (22.9%) 251 (34.48%) 79 (35.75%) 

Expert (eg, involved 
in AI development) 

211 (1.53%) 131 (1.46%) 80 (1.65%) 80 (1.39%) 36 (1.04%) 47 (2.06%) 17 (1.27%) 25 (3.43%) 6 (2.71%) 

Not reported 227 (1.64%) 123 (1.37%) 104 (2.14%) 111 (1.93%) 21 (0.6%) 21 (0.92%) 68 (5.09%) 6 (0.82%) 0 
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Table 2. Absolute survey results and regional breakdowns for each item. 
 Total 

(N=13806) 
Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Q1, no. (%) 13502 
(97.8%) 

8787 
(98.17%) 

4715 
(97.12%) 

5617 
(97.45%) 

3427 
(98.68%) 

2260 
(98.95%) 

1261 
(94.39%) 

721 (99.04%) 216 (97.74%) 

Extremely negative 296 (2.19%) 137 (1.56%) 159 (3.37%) 86 (1.53%) 78 (2.28%) 33 (1.46%) 31 (2.46%) 63 (8.74%) 5 (2.31%) 
Rather negative 1033 (7.65%)  657 (7.48%) 376 (7.97%) 448 (7.98%) 246 (7.18%) 142 (6.28%) 108 (8.56%) 68 (9.43%) 21 (9.27%) 
Neutral 4398 

(32.57%) 
3019 
(34.36%) 

1379 
(29.25%) 

1980 
(35.25%) 

987 (28.8%) 663 (29.34%) 457 (36.24%) 225 (31.21%) 86 (39.81%) 

Rather positive 5554 
(41.13%) 

3787 (43.1%) 1767 
(37.48%) 

2389 
(42.53%) 

1384 
(40.39%) 

1023 
(45.27%) 

458 (36.32%) 218 (30.24%) 82 (37.96%) 

Extremely positive 2221 
(16.45%) 

1187 
(13.51%) 

1034 
(21.93%) 

714 (12.71%) 732 (21.36%) 399 (17.65%) 207 (16.42%) 147 (20.39%) 22 (10.19%) 

Q2, no. (%) 13314 
(96.44%) 

8627 
(96.38%) 

4687 
(96.54%) 

5477 
(95.02%) 

3416 
(98.36%) 

2167 
(94.88%) 

1319 
(98.73%) 

717 (98.49%) 218 (98.64%) 

Completely disagree 428 (3.21%) 207 (2.4%) 221 (4.72%) 118 (2.15%) 112 (3.28%) 55 (2.54%) 73 (5.53%) 61 (8.51%) 9 (4.13%) 
Tend to disagree 1059 (7.95%) 645 (7.48%) 414 (8.83%) 459 (8.38%) 243 (7.11%) 119 (5.49%) 129 (9.78%) 85 (11.85%) 24 (11.01%) 
Neutral 3446 

(25.88%) 
2480 
(28.75%) 

966 (20.61%) 1668 
(30.45%) 

804 (23.54%) 495 (22.84%) 248 (18.8%) 154 (21.48%) 77 (35.32%) 

Tend to agree 5162 
(38.77%) 

3482 
(40.36%) 

1680 
(35.84%) 

2200 
(40.17%) 

1303 
(38.14%) 

835 (38.53%) 532 (40.33%) 209 (29.15%) 83 (38.07%) 

Agree completely 3219 
(24.18%) 

1813 
(21.02%) 

1406 (30%) 1032 
(18.84%) 

954 (27.93%) 663 (30.6%) 337 (25.55%) 208 (29.01%) 25 (11.47%) 

Q3, no. (%) 13542 
(98.09%) 

8753 
(97.79%) 

4789 
(98.64%) 

5593 
(97.03%) 

3423 
(98.56%) 

2252 (98.6%) 1326 
(99.25%) 

727 (99.86%) 221 (100%) 

Very little 528 (3.9%) 323 (3.69%) 205 (4.28%) 202 (3.61%) 115 (3.36%) 75 (3.33%) 47 (3.54%) 76 (10.45%) 13 (5.88%) 
Little 1545 

(11.41%) 
902 (10.31%) 643 (13.43%) 577 (10.32%) 374 (10.93%) 228 (10.12%) 232 (17.5%) 106 (14.58%) 28 (12.67%) 

Medium 4896 
(36.15%) 

3346 
(38.23%) 

1550 
(32.37%) 

2200 
(39.33%) 

1277 
(37.31%) 

682 (30.28%) 469 (35.37%) 186 (25.58%) 82 (37.1%) 

Much 4566 
(33.72%) 

3104 
(35.46%) 

1462 
(30.53%) 

1993 
(35.63%) 

987 (28.83%) 895 (39.74%) 422 (31.83%) 213 (29.3%) 56 (25.34%) 

Very much 2007 
(14.82%) 

1078 
(12.32%) 

929 (19.4%) 621 (11.1%) 670 (19.57%) 372 (16.52%) 156 (11.76%) 146 (20.08%) 42 (19%) 

Q4, no. (%) 13507 
(97.83%) 

8730 
(97.53%) 

4777 
(98.39%) 

5573 
(96.69%) 

3420 
(98.47%) 

2245 
(98.29%) 

1323 
(99.03%) 

726 (99.73%) 
 

220 (99.55%) 
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Table 2. Absolute survey results and regional breakdowns for each item. 
 Total 

(N=13806) 
Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Very little 564 (4.18%) 359 (4.11%) 205 (4.29%) 219 (3.93%) 97 (2.84%) 98 (4.37%) 58 (4.38%) 74 (10.19%) 18 (8.18%) 
Little 1859 

(13.76%) 
1083 
(12.41%) 

776 (16.24%) 719 (12.9%) 478 (13.98%) 275 (12.25%) 249 (18.82%) 104 (14.33%) 34 (15.45%) 

Medium 5149 
(38.12%) 

3569 
(40.88%) 

1580 
(33.08%) 

2455 
(44.05%) 

1158 
(33.86%) 

721 (32.12%) 501 (37.87%) 227 (31.27%) 87 (39.55%) 

Much 4587 
(33.96%) 

3075 
(35.22%) 

1512 
(31.65%) 

1804 
(32.37%) 

1196 
(34.97%) 

906 (40.36%) 399 (30.16%) 218 (30.03%) 64 (29.09%) 

Very much 1348 (9.98%) 644 (7.38%) 704 (14.74%) 376 (6.75%) 491 (14.36%) 245 (10.91%) 116 (8.77%) 103 (14.19%) 17 (7.73%) 
Q5, no. (%) 13496 

(97.75%) 
8716 
(97.37%) 

4780 
(98.46%) 

5561 
(96.48%) 

3426 
(98.65%) 

2242 
(98.16%) 

1322 
(98.95%) 

726 (99.73%) 219 (99.1%) 

Very little 597 (4.42%) 401 (4.6%) 196 (4.1%) 236 (4.24%) 106 (3.09%) 112 (5%) 61 (4.61%) 60 (8.26%) 22 (10.05%) 
Little 1919 

(14.22%) 
1110 
(12.74%) 

809 (16.92%) 750 (13.49%) 473 (13.81%) 282 (12.58%) 253 (19.14%) 134 (18.46%) 27 (12.33%) 

Medium 5093 
(37.74%) 

3514 
(40.32%) 

1579 
(33.03%) 

2395 
(43.07%) 

1156 
(33.74%) 

746 (33.27%) 483 (36.54%) 225 (30.99%) 88 (40.18%) 

Much 4516 
(33.46%) 

3027 
(34.73%) 

1489 
(31.15%) 

1796 (32.3%) 1216 
(35.49%) 

846 (37.73%) 392 (29.65%) 206 (28.37%) 60 (27.4%) 

Very much 1371 
(10.16%) 

664 (7.62%) 707 (14.79%) 384 (6.91%) 475 (13.86%) 256 (11.42%) 133 (10.06%) 101 (13.91%) 22 (10.05%) 

Q6, no. (%) 13480 
(97.64%) 

8704 
(97.24%) 

4776 
(98.37%) 

5551 (96.3%) 3423 
(98.56%) 

2238 
(97.99%) 

1322 
(98.95%) 

726 (99.73%) 220 (99.55%) 

Very little 614 (4.55%) 424 (4.87%) 190 (3.98%) 261 (4.7%) 105 (3.07%) 113 (5.05%) 50 (3.78%) 63 (8.68%) 22 (10%) 
Little 1962 

(14.55%) 
1183 
(13.59%) 

779 (16.31%) 777 (14%) 459 (13.41%) 308 (13.76%) 252 (19.06%) 123 (16.94%) 43 (19.55%) 

Medium 5267 
(39.07%) 

3601 
(41.37%) 

1666 
(34.88%) 

2493 
(44.91%) 

1209 
(35.32%) 

723 (32.31%) 522 (39.49%) 243 (33.47%) 77 (35%) 

Much 4346 
(32.24%) 

2894 
(33.25%) 

1452 (30.4%) 1675 
(30.17%) 

1187 
(34.68%) 

853 (38.11%) 381 (28.82%) 191 (26.31%) 59 (26.82%) 

Very much 1291 (9.58%) 602 (6.92%) 689 (14.43%) 345 (6.22%) 463 (13.53%) 241 (10.77%) 117 (8.85%) 106 (14.6%) 19 (8.64%) 
Q7, no. (%) 13139 

(95.17%) 
8439 
(94.28%) 

4700 
(96.81%) 

5361 
(93.01%) 

3381 
(97.35%) 

2179 (95.4%) 1298 
(97.16%) 

711 (97.66%) 209 (94.57%) 

No use of AI 
independent of the 
disease. 

1499 
(11.41%) 

876 (10.38%) 623 (13.26%) 546 (10.18%) 388 (11.48%) 237 (10.88%) 174 (13.41%) 131 (18.42%) 23 (11%) 
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Table 2. Absolute survey results and regional breakdowns for each item. 
 Total 

(N=13806) 
Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Use only for minor 
illnesses (eg, cold). 

3661 
(27.86%) 

2101 (24.9%) 1560 
(33.19%) 

1366 
(25.48%) 

1094 
(32.36%) 

509 (23.36%) 444 (34.21%) 198 (27.85%) 50 (23.92%) 

Use also for 
moderately severe 
diseases (eg, 
appendicitis). 

3510 
(26.71%) 
 

2336 
(27.68%) 

1174 
(24.98%) 

1444 
(26.94%) 

947 (28.01%) 643 (29.51%) 247 (19.03%) 168 (23.63%) 61 (29.19%) 

Use also for severe 
diseases (eg, cancer, 
traffic accidents). 

4469 
(34.01%) 

3126 
(37.04%) 

1343 
(28.57%) 

2005 (37.4%) 952 (28.16%) 790 (36.26%) 433 (33.36%) 214 (30.1%) 75 (35.89%) 

Q8, no. (%) 13437 
(97.33%) 

8668 
(96.84%) 

4769 
(98.23%) 

5522 (95.8%) 3423 
(98.56%) 

2225 
(97.42%) 

1323 
(99.03%) 

725 (99.59%) 219 (99.1%) 

Completely disagree 1411 (10.5%) 984 (11.35%) 427 (8.95%) 677 (12.26%) 123 (3.59%) 236 (10.61%) 258 (19.5%) 80 (11.03%) 37 (16.89%) 
Tend to disagree 2609 

(19.42%) 
1829 (21.1%) 780 (16.36%) 1235 

(22.37%) 
443 (12.94%) 475 (21.35%) 281 (21.24%) 136 (18.76%) 39 (17.81%) 

Neutral 3659 
(27.23%) 

2502 
(28.86%) 

1157 
(24.26%) 

1630 
(29.52%) 

988 (28.86%) 511 (22.97%) 267 (20.18%) 201 (27.72%) 62 (28.31%) 

Tend to agree 4374 
(32.55%) 

2716 
(31.33%) 

1658 
(34.77%) 

1590 
(28.79%) 

1339 
(39.12%) 

776 (34.88%) 388 (29.33%) 212 (29.24%) 69 (31.51%) 

Agree completely 1384 (10.3%) 637 (7.35%) 747 (15.66%) 390 (7.06%) 530 (15.48%) 227 (10.2%) 129 (9.75%) 96 (13.24%) 12 (5.48%) 
Q9, no. (%) 12986 

(94.06%) 
8243 
(92.09%) 

4743 
(97.69%) 

5134 
(89.07%) 

3401 
(97.93%) 

2196 
(96.15%) 

1317 
(98.58%) 

722 (99.18%) 216 (97.74%) 

Extremely negative 381 (2.93%) 191 (2.32%) 190 (4.01%) 105 (2.05%) 105 (3.09%) 54 (2.46%) 52 (3.95%) 57 (7.89%) 8 (3.7%) 
Rather negative 1226 (9.44%) 685 (8.31%) 541 (11.41%) 470 (9.15%) 268 (7.88%) 162 (7.38%) 237 (18%) 69 (9.56%) 20 (9.26%) 
Neutral 3682 

(28.35%) 
2318 
(28.12%) 

1364 
(28.76%) 

1475 
(28.73%) 

1093 
(32.14%) 

528 (24.04%) 336 (25.51%) 190 (26.32%) 60 (27.78%) 

Rather positive 5303 
(40.84%) 

3726 (45.2%) 1577 
(33.25%) 

2292 
(44.64%) 

1223 
(35.96%) 

970 (44.17%) 475 (36.07%) 242 (33.52%) 101 (46.76%) 

Extremely positive 2394 
(18.44%) 

1323 
(16.05%) 

1071 
(22.58%) 

792 (15.43%) 712 (20.94%) 482 (21.95%) 217 (16.48%) 164 (22.71%) 27 (12.5%) 

Q10, no. (%) 12953 
(93.82%) 

8219 
(91.82%) 

4734 
(97.51%) 

5110 
(88.65%) 

3399 
(97.87%) 

2192 
(95.97%) 

1314 
(98.35%) 

721 (99.04%) 217 (98.19%) 

Extremely negative 567 (4.38%) 323 (3.93%) 244 (5.15%) 211 (4.13%) 118 (3.47%) 79 (3.6%) 84 (6.39%) 63 (8.74%) 12 (5.53%) 
Rather negative 1581 

(12.21%) 
868 (10.56%) 713 (15.06%) 597 (11.68%) 433 (12.74%) 194 (8.85%) 248 (18.87%) 71 (9.85%) 38 (17.51%) 
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Table 2. Absolute survey results and regional breakdowns for each item. 
 Total 

(N=13806) 
Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Neutral 3732 
(28.81%) 

2354 
(28.64%) 

1378 
(29.11%) 

1477 (28.9%) 1037 
(30.51%) 

584 (26.64%) 351 (26.71%) 222 (30.79%) 61 (28.11%) 

Rather positive 4909 (37.9%) 3431 
(41.74%) 

1478 
(31.22%) 

2091 
(40.92%) 

1190 
(35.01%) 

895 (40.83%) 438 (33.33%) 219 (30.37%) 76 (35.02%) 

Extremely positive 2164 
(16.71%) 

1243 
(15.12%) 

921 (19.46%) 734 (14.36%) 621 (18.27%) 440 (20.07%) 193 (14.69%) 146 (20.25%) 30 (13.82%) 

Q11, no. (%) 12961 
(93.88%) 

8232 
(91.97%) 

4729 (97.4%) 5122 
(89.86%) 

3395 
(97.75%) 

2188 (95.8%) 1316 (98.5%) 723 (99.31%) 217 (98.19%) 

Extremely negative 345 (2.66%) 161 (1.96%) 184 (3.89%) 82 (1.6%) 110 (3.24%) 50 (2.29%) 43 (3.27%) 51 (7.05%) 9 (4.15%) 
Rather negative 836 (6.45%) 392 (4.76%) 444 (9.39%) 255 (4.98%) 280 (8.25%) 79 (3.61%) 112 (8.51%) 93 (12.86%) 17 (7.83%) 
Neutral 2967 

(22.89%) 
1716 
(20.85%) 

1251 
(26.45%) 

1073 
(20.95%) 

1006 
(29.63%) 

391 (17.87%) 295 (22.42%) 161 (22.27%) 41 (18.89%) 

Rather positive 5381 
(41.52%) 

3672 
(44.61%) 

1709 
(36.14%) 

2238 
(43.69%) 

1246 (36.7%) 976 (44.61%) 594 (45.14%) 232 (32.09%) 95 (43.78%) 

Extremely positive 3432 
(26.48%) 

2291 
(27.83%) 

1141 
(24.13%) 

1474 
(28.78%) 

753 (22.18%) 692 (31.63%) 272 (20.67%) 186 (25.73%) 55 (25.35%) 

Q12, no. (%) 12563 (91%) 7931 (88.6%) 4632 
(95.41%) 

4887 
(84.78%) 

3331 
(95.91%) 

2123 
(92.95%) 

1294 
(96.86%) 

721 (99.04%) 207 (93.67%) 

A high degree of 
accuracy, the 
decision path is 
clearly 
comprehensible 
(explainable AI). 

8816 
(70.17%) 

5599 (70.6%) 3217 
(69.45%) 

3304 
(67.61%) 

2091 
(62.77%) 

1704 
(80.26%) 

1045 
(80.76%) 

520 (72.12%) 152 (73.43%) 

A higher accuracy, 
the decision path 
however, is not 
comprehensible. 

3747 
(29.83%) 

2332 (29.4%) 
 

1415 
(30.55%) 

1583 
(32.39%) 

1240 
(37.23%) 

419 (19.74%) 249 (19.24%) 201 (27.88%) 55 (26.57%) 

Q13, no. (%) 12268 
(88.86%) 

7671 (85.7%) 4597 
(94.69%) 

4680 
(81.19%) 

3301 
(95.05%) 

2086 
(91.33%) 

1285 
(96.18%) 

710 (97.53%) 206 (93.21%) 

The AI misses 
almost no diagnosis, 
but often gives a 
false alarm. 

5701 
(46.47%) 

3725 
(48.56%) 

1976 
(42.98%) 

2224 
(47.52%) 
 

1323 
(40.08%) 

1025 
(49.14%) 

673 (52.37%) 336 (47.32%) 120 (58.25%) 
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Table 2. Absolute survey results and regional breakdowns for each item. 
 Total 

(N=13806) 
Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

The AI almost never 
gives a false alarm, 
but sometimes 
misses a diagnosis. 

4452 
(36.29%) 

2663 
(34.72%) 

1789 
(38.92%) 

1668 
(35.64%) 

1296 
(39.26%) 

732 (35.09%) 456 (35.49%) 243 (34.23%) 57 (27.67%) 

The AI gives a false 
alarm about as often 
as it misses a 
diagnosis. 

2115 
(17.24%) 

1283 
(16.73%) 

832 (18.1%) 788 (16.84%) 682 (20.66%) 329 (15.77%) 156 (12.14%) 131 (18.45%) 29 (14.08%) 

Q14, no. (%) 12652 
(91.64%) 

8089 
(90.37%) 

4563 
(93.99%) 

5012 
(86.95%) 

3305 
(95.16%) 

2157 
(94.44%) 

1244 
(93.11%) 

720 (98.9%) 214 (96.83%) 

Physicians make the 
diagnosis alone. 

829 (6.55%) 570 (7.05%) 259 (5.68%) 345 (6.88%) 198 (5.99%) 111 (5.15%) 113 (9.08%) 51 (7.08%) 11 (5.14%) 

AI and physicians 
make the diagnosis 
together. Doctors 
make the final 
decision. 

9222 
(72.89%) 

6092 
(75.31%) 

3130 (68.6%) 3853 
(76.88%) 

2212 
(66.93%) 

1594 (73.9%) 
 

896 (72.03%) 496 (68.89%) 171 (79.91%) 

AI and physicians 
make the diagnosis 
together. Both have 
equal authority. 

1722 
(13.61%) 

1063 
(13.14%) 

659 (14.44%) 574 (11.45%) 563 (17.03%) 298 (13.82%) 152 (12.22%) 114 (15.83%) 21 (9.81%) 

AI and physicians 
make the diagnosis 
together. The AI 
makes the final 
decision. 

317 (2.51%) 153 (1.89%) 164 (3.59%) 111 (2.21%) 98 (2.97%) 30 (1.39%) 40 (3.22%) 34 (4.72%) 4 (1.87%) 

AI makes the 
diagnosis alone. 

562 (4.44%) 211 (2.61%) 351 (7.69%) 129 (2.57%) 234 (7.08%) 124 (5.75%) 43 (3.46%) 25 (3.47%) 7 (3.27%) 

Q15, no. (%) 12652 
(91.64%) 

8077 
(90.24%) 

4575 
(94.23%) 

4992 
(86.61%) 

3244 
(93.41%) 

2167 
(94.88%) 

1312 (98.2%) 723 (99.31%) 214 (96.83%) 

Extremely negative 322 (2.55%) 138 (1.71%) 184 (4.02%) 69 (1.38%) 93 (2.87%) 39 (1.8%) 38 (2.9%) 76 (10.51%) 7 (3.27%) 
Rather negative 895 (7.07%) 419 (5.19%) 476 (10.4%) 274 (5.49%) 338 (10.42%) 89 (4.11%) 103 (7.85%) 75 (10.37%) 16 (7.48%) 
Neutral 3594 

(28.41%) 
2381 
(29.48%) 

1213 
(26.51%) 

1555 
(31.15%) 

890 (27.44%) 502 (23.17%) 434 (33.08%) 159 (21.99%) 54 (25.23%) 
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Table 2. Absolute survey results and regional breakdowns for each item. 
 Total 

(N=13806) 
Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Rather positive 5228 
(41.32%) 

3617 
(44.78%) 

1611 
(35.21%) 

2184 
(43.75%) 

1219 
(37.58%) 

990 (45.69%) 494 (37.65%) 242 (33.47%) 99 (46.26%) 

Extremely positive 2613 
(20.65%) 

1522 
(18.84%) 

1091 
(23.85%) 

910 (18.23%) 704 (21.7%) 547 (25.24%) 243 (18.52%) 171 (23.65%) 38 (17.76%) 

Q16, no. (%) 12497 
(90.52%) 

7947 
(88.78%) 

4523 
(93.16%) 

4905 (85.1%) 3214 
(92.54%) 

2150 
(94.13%) 

1298 
(97.16%) 

715 (98.21%) 215 (97.29%) 

Always prefer 
facilities without 
AI. 

775 (6.2%) 426 (5.36%) 349 (7.72%) 299 (6.1%) 
 

213 (6.63%) 78 (3.63%) 130 (10.02%) 38 (5.31%) 17 (7.91%) 

Tend to prefer 
facilities without 
AI. 

2800 
(22.41%) 

1855 
(23.34%) 

945 (20.89%) 1183 
(24.12%) 
 

645 (20.07%) 426 (19.81%) 355 (27.35%) 
 

126 (17.62%) 65 (30.23%) 

Rather prefer 
facilities with AI. 

7022 
(56.19%) 

4750 
(59.77%) 

2272 
(50.23%) 

2841 
(57.92%) 

1808 
(56.25%) 

1287 
(59.86%) 

656 (50.54%) 314 (43.92%) 116 (53.95%) 

Always prefer 
facilities with AI. 

1900 (15.2%) 943 (11.87%) 957 (21.16%) 582 (11.87%) 548 (17.05%) 359 (16.7%) 157 (12.1%) 237 (33.15%) 17 (7.91%) 

Q17, no. (%) 12668 
(91.76%) 

8104 
(90.54%) 

4564 
(94.01%) 

5019 
(87.07%) 

3239 
(93.26%) 

2161 
(94.61%) 

1311 
(98.13%) 

722 (99.18%) 216 (97.74) 

Very worried  2324 
(18.35%) 

1497 
(18.47%) 

827 (18.12%) 718 (14.31%) 441 (13.62%) 703 (32.53%) 267 (20.37%) 152 (21.05%) 43 (19.91%) 

Somewhat 
concerned  

4413 
(34.84%) 

2830 
(34.92%) 

1583 
(34.68%) 

1673 
(33.33%) 

1233 
(38.07%) 

727 (33.64%) 441 (33.64%) 252 (34.9%) 87 (40.28%) 

Neutral 3595 
(28.38%) 

2220 
(27.39%) 

1375 
(30.13%) 

1513 
(30.15%) 

1008 
(31.12%) 

453 (20.96%) 350 (26.7%) 213 (29.5%) 58 (26.85%) 

Rather unconcerned  1627 
(12.84%) 

1115 
(13.76%) 

512 (11.22%) 775 (15.44%) 394 (12.16%) 219 (10.13%) 151 (11.52%) 67 (9.28%) 21 (9.72%) 

Unconcerned  709 (5.6%) 442 (5.45%) 267 (5.85%) 340 (6.77%) 163 (5.03%) 59 (2.73%) 102 (7.78%) 38 (5.26%) 7 (3.24%) 
Q18, no. (%) 12669 

(91.76%) 
8109 
(90.59%) 

4560 
(93.92%) 

5025 
(87.18%) 

3237 (93.2%) 2160 
(94.59%) 

1312 (98.2%) 719 (98.76%) 216 (97.74%) 

Very worried  3123 
(24.65%) 

2150 
(26.51%) 

973 (21.34%) 1206 (24%) 516 (15.94%) 786 (36.39%) 385 (29.34%) 177 (24.62%) 53 (24.54%) 

Somewhat 
concerned  

4700 (37.1%) 3174 
(39.14%) 

1526 
(33.46%) 

2023 
(40.26%) 

1265 
(39.08%) 

698 (32.31%) 375 (28.58%) 241 (33.52%) 98 (45.37%) 
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Abbreviations: Q1, What are your general views on the use of artificial intelligence (AI) in medicine?; Q2, Artificial intelligence (AI) should be increasingly used in the 
healthcare sector.; Q3, How much confidence do you have that AI can improve healthcare?; Q4, How much do you trust an AI to provide reliable information about your health?; 
Q5, How much do you trust an AI to provide accurate information about your diagnosis?; Q6, How much do you trust an AI to provide accurate information about your response 
to therapy?; Q7, Which of the following statements about a potential application of AI in medicine do you most likely agree with?; Q8, I would trust a highly accurate AI to make 
a vital decision for me.; Q9, How would you rate it if a certified AI software analyzes X-ray images?; Q10, How would you rate it if a certified AI software diagnoses cancer?; 
Q11, How would you rate it if a certified AI software would be available to doctors as a second opinion?; Q12/Q13, Suppose an AI makes a diagnosis. What would you prefer?; 
Q14, Suppose an AI has about the same accuracy as doctors. Which situation for a diagnosis would you prefer?; Q15, What do you think of healthcare facilities (clinics, 
practices) using AI software to aid in diagnosis?; Q16, Would you prefer to visit healthcare facilities that use AI software? Q17, How concerned are you about AI compromising 

Table 2. Absolute survey results and regional breakdowns for each item. 
 Total 

(N=13806) 
Global North 
(N=8951) 

Global South 
(N=4855) 

Europe 
(N=5764) 

Asia 
(N=3473) 

North 
America 
(N=2284) 

South 
America 
(N=1336) 

Africa 
(N=728) 

Oceania 
(N=221) 

Neutral 2958 
(23.35%) 

1699 
(20.95%) 

1259 
(27.61%) 

1044 
(20.78%) 

882 (27.25%) 467 (21.62%) 338 (25.76%) 183 (25.45%) 44 (20.37%) 

Rather unconcerned  1399 
(11.04%) 

862 (10.63%) 537 (11.78%) 593 (11.8%) 403 (12.45%) 178 (8.24%) 133 (10.14%) 76 (10.57%) 16 (7.41%) 

Unconcerned  489 (3.86%) 224 (2.76%) 265 (5.81%) 159 (3.16%) 171 (5.28%) 31 (1.44%) 81 (6.17%) 42 (5.84%) 5 (2.31%) 
Q19, no. (%) 12773 

(92.52%) 
8105 
(90.55%) 

4668 
(96.15%) 

5025 
(87.18%) 

3341 
(96.20%) 

2158 
(94.48%) 

1311 
(98.13%) 

722 (99.18%) 216 (97.74%) 

Very worried  3868 
(30.28%) 

2724 
(33.61%) 

1144 
(24.51%) 

1580 
(31.44%) 

593 (17.75%) 918 (42.54%) 466 (35.55%) 230 (31.86%) 81 (37.5%) 

Somewhat 
concerned  

4018 
(31.46%) 

2743 
(33.84%) 

1275 
(27.31%) 

1717 
(34.17%) 

1102 
(32.98%) 

647 (29.98%) 293 (22.35%) 187 (25.9%) 72 (33.33%) 

Neutral 2595 
(20.32%) 

1409 
(17.38%) 

1186 
(25.41%) 

841 (16.74%) 867 (25.95%) 375 (17.38%) 334 (25.48%) 143 (19.81%) 35 (16.2%) 

Rather unconcerned  1571 (12.3%) 910 (11.23%) 661 (14.16%) 647 (12.88%) 501 (15%) 180 (8.34%) 131 (9.99%) 89 (12.33%) 23 (10.65%) 
Unconcerned 721 (5.64%) 319 (3.94%) 402 (8.61%) 240 (4.78%) 278 (8.32%) 38 (1.76%) 87 (6.64%) 73 (10.11%) 5 (2.31%) 

Q20, no. (%) 12751 
(92.36%) 

8091 
(90.39%) 

4660 
(95.98%) 

5009 (86.9%) 3334 (96%) 2159 
(94.53%) 

1310 
(98.05%) 

723 (99.31%) 216 (97.74%) 

Very worried  3330 
(26.12%) 

2151 
(26.59%) 

1179 (25.3%) 1093 
(21.82%) 

676 (20.28%) 845 (39.14%) 421 (32.14%) 245 (33.89%) 50 (23.15%) 

Somewhat 
concerned  

3989 
(31.28%) 

2439 
(30.14%) 

1550 
(33.26%) 

1408 
(28.11%) 

1241 
(37.22%) 

688 (31.87%) 362 (27.63%) 215 (29.74%) 75 (34.72%) 

Neutral  3356 
(26.32%) 

2205 
(27.25%) 

1151 (24.7%) 1518 
(30.31%) 

872 (26.15%) 444 (20.57%) 327 (24.96%) 132 (18.26%) 63 (29.17%) 

Rather unconcerned  1365 
(10.71%) 

885 (10.94%) 480 (10.3%) 683 (13.64%) 359 (10.77%) 128 (5.93%) 127 (9.69%) 51 (7.05%) 17 (7.87%) 

Unconcerned  711 (5.58%) 411 (5.08%) 300 (6.44%) 307 (6.13%) 186 (5.58%) 54 (2.5%) 73 (5.57%) 80 (11.07%) 11 (5.09%) 
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the protection of your personal data?; Q18, How concerned are you that the use of AI will reduce the contact between physicians and patients?; Q19, How concerned are you that 
AI could replace human doctors in the future?; Q20, How concerned are you that the use of AI will lead to higher healthcare costs?.
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Supplementary Material Captions 

eTable 1. Baseline characteristics of excluded patients. 

eTable 2. Overview of participating institutions, departments, and patients. 

eTable 3. Adjusted odds ratios for self-reported gender from regression analyses. 

eTable 4. Adjusted odds ratios for self-reported health status from regression analyses. 

eTable 5. Adjusted odds ratios for self-reported AI knowledge from regression analyses. 

eTable 6. Adjusted odds ratios for age and number of technical devices used weekly from regression analyses. 

eTable 7. Adjusted odds ratios for highest educational level from regression analyses. 

eTable 8. Absolute survey results for each item stratified by gender. 

eTable 9. Absolute survey results for each item stratified by self-reported health status. 

eTable 10. Absolute survey results for each item stratified by self-reported AI knowledge. 

eTable 11. Absolute survey results for each item stratified by median age and median number of technical 

devices used weekly. 

eTable 12. Absolute survey results for each item stratified by highest educational level. 
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Extremly negative
296/13502

Rather negative
1033/13502

Neutral
4398/13502

Rather positive
5554/13502

Extremely positive
2221/13502

Q1: What are your general views on the use of artificial intelligence (AI) in medicine?

−75% −50% −25% 0% 25% 50% 75%

Completely disagree
428/13314

Tend to disagree
1059/13314

Neutral
3446/13314

Tend to agree
5162/13314

Agree completely
3219/13314

Q2: Artificial intelligence (AI) should be increasingly used in the healthcare sector.
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Very little
528/13542

Little
1545/13542

Medium
4896/13542

Much
4566/13542

Very much
2007/13542

Q3: How much confidence do you have that AI can improve healthcare?
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Very little
564/13507

Little
1859/13507

Medium
5149/13507

Much
4587/13507

Very much
1348/13507

Q4: How much do you trust an AI to provide reliable information about your health?

−75% −50% −25% 0% 25% 50% 75%

Very little
597/13496

Little
1919/13496

Medium
5093/13496

Much
4516/13496

Very much
1371/13496

Q5: How much do you trust an AI to provide accurate information
about your diagnosis?

−75% −50% −25% 0% 25% 50% 75%

Very little
614/13480

Little
1962/13480

Medium
5267/13480

Much
4346/13480

Very much
1291/13480

Q6: How much do you trust an AI to provide accurate information
about your response to therapy?

−75% −50% −25% 0% 25% 50% 75%

No use of AI
independent of the disease
1499/13139

Use only for
minor illnesses
3661/13139

Use also for moderately
severe diseases
3510/13139

Use also for
severe diseases
4469/13139

Q7: Which of the following statements about a potential application of AI in medicine
do you most likely agree with?
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Completely disagree
1411/13437

Tend to disagree
2609/13437

Neutral
3659/13437

Tend to agree
4374/13437

Agree completely
1384/13437

Q8: I would trust a highly accurate AI to make a vital decision for me.
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Extremly negative
381/12986

Rather negative
1226/12986

Neutral
3682/12986

Rather positive
5303/12986

Extremely positive
2394/12986

Q9: How would you rate it if a certified AI software analyzes X−ray images?
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Extremly negative
567/12953

Rather negative
1581/12953

Neutral
3732/12953

Rather positive
4909/12953

Extremely positive
2164/12953

Q10: How would you rate it if a certified AI software diagnoses cancer?
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Extremly negative
345/12961

Rather negative
836/12961

Neutral
2967/12961

Rather positive
5381/12961

Extremely positive
3432/12961

Q11: How would you rate it if a certified AI software would be available to doctors
as a second opinion?

−75% −50% −25% 0% 25% 50% 75%

A high degree of accuracy,
the decision path is clearly comprehensible.
8816/12563

A higher accuracy, the decision path however,
is not comprehensible.
3747/12563

Q12: Suppose an AI makes a diagnosis. What would you prefer?
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The AI misses almost no diagnosis,
but often gives a false alarm.
5701/12268

The AI gives a false alarm about as
often as it misses a diagnosis.
2115/12268

The AI almost never gives a false alarm,
but sometimes misses a diagnosis.
4452/12268

Q13: Suppose an AI makes a diagnosis. What would you prefer?
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Physicians make
the diagnosis alone.
829/12652

AI & physicians make the
diagnosis together. Doctors
make the final decision.
9222/12652

AI & physicians make the
diagnosis together.
Bothhave equal authority.
1722/12652

AI & physicians make the
diagnosis together.
The AI makes the final decision.
317/12652

AI makes the
diagnosis alone.
562/12652

Q14: Suppose an AI has about the same accuracy as doctors.
Which situation for a diagnosis would you prefer?
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Extremly negative
322/12652

Rather negative
895/12652

Neutral
3594/12652

Rather positive
5228/12652

Extremely positive
2613/12652

Q15: What do you think of healthcare facilities (clinics, practices)
using AI software to aid in diagnosis?
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Always prefer
facilities without AI.
775/12497

Tend to prefer
facilities without AI.
2800/12497

Rather prefer
facilities with AI.
7022/12497

Always prefer
facilities with AI.
1900/12497

Q16: Would you prefer to visit healthcare facilities that use AI software?
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Very worried
2324/12668

Somewhat concerned
4413/12668

Neutral
3595/12668

Rather unconcerned
1627/12668

Unconcerned
709/12668

Q17: How concerned are you about AI compromising the protection
of your personal data?
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Very worried
3123/12669

Somewhat concerned
4700/12669

Neutral
2958/12669

Rather unconcerned
1399/12669

Unconcerned
489/12669

Q18: How concerned are you that the use of AI will reduce the contact
between physicians and patients?
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Very worried
3868/12773

Somewhat concerned
4018/12773

Neutral
2595/12773

Rather unconcerned
1571/12773

Unconcerned
721/12773

Q19: How concerned are you that AI could replace doctors in the future?
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Very worried
3330/12751

Somewhat concerned
3989/12751

Neutral
3356/12751

Rather unconcerned
1365/12751

Unconcerned
711/12751

Q20: How concerned are you that the use of AI will lead to higher healthcare costs?
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