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Abstract

Cost-effectiveness analyses (CEA) typically involve comparing effectiveness and costs of one or more interventions compared
to standard of care, to determine which intervention should be optimally implemented to maximise population health within the
constraints of the healthcare budget. Traditionally, cost-effectiveness evaluations are expressed using incremental cost-effectiveness
ratios (ICERs), which are compared with a fixed willingness-to-pay (WTP) threshold. Due to the existing uncertainty in costs for
interventions and the overall burden of disease, particularly with regard to diseases in populations that are difficult to study, it
becomes important to consider uncertainty quantification whilst estimating ICERs.

To tackle the challenges of uncertainty quantification in CEA, we propose an alternative paradigm utilizing the Linear Wasser-
stein framework combined with Linear Discriminant Analysis (LDA) using a demonstrative example of lymphatic filariasis (LF).
This approach uses geometric embeddings of the overall costs for treatment and surveillance, disability-adjusted lifeyears (DALYs)
averted for morbidity by quantifying the burden of disease due to the years lived with disability, and probabilities of local elimi-
nation over a time-horizon of 20 years to evaluate the cost-effectiveness of lowering the stopping thresholds for post-surveillance
determination of LF elimination as a public health problem. Our findings suggest that reducing the stopping threshold from <1% to
<0.5% microfilaria (mf) prevalence for adults aged 20 years and above, under various treatment coverages and baseline prevalences,
is cost-effective. When validated on 20% of test data, for 65% treatment coverage, a government expenditure of WTP ranging from
$500 to $3,000 per 1% increase in local elimination probability justifies the switch to the lower threshold as cost-effective.

Stochastic model simulations often lead to parameter and structural uncertainty in CEA. Uncertainty may impact the decisions
taken, and this study underscores the necessity of better uncertainty quantification techniques within CEA for making informed
decisions.
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1. Introduction1

1.1. Health Economics Motivation2

Global health systems face enormous challenges as a result3

of the rising demand for healthcare services and the finite re-4

sources available to them. While other factors such as equity5

may play a role, a common aim for governments is to max-6

imise overall population health within the constraints of the7

available healthcare budget. Planning, managing, and assess-8

ing health systems heavily relies on economic factors. The best9

use of limited resources is guided by health economic analy-10

ses, which provide cohesive techniques for evaluating the cost-11

effectiveness of health interventions.12

∗Corresponding author: mca52@cam.ac.uk; postal address: DAMTP, Cen-
tre for Mathematical Sciences, Wilberforce Road, Cambridge CB3 0WA, UK

The economic evaluation of health interventions is normally13

based on the outcome and cost of the interventions. Depending14

on the choice of how the outcome and intervention is evaluated,15

one of the main methodologies used is the cost-effectiveness16

analysis (CEA). This is an economic evaluation technique in17

which two or more health interventions are compared in terms18

of incremental costs and incremental effects compared to stan-19

dard of care, with the cost-effectiveness expressed using the20

incremental cost-effectiveness ratio (ICER) which is a mea-21

sure dividing the incremental costs by the incremental effects.22

Most countries that regularly use CEA to guide policy deci-23

sions around the implementation and reimbursement of inter-24

ventions specify in their health-economic guidelines that cost-25

utility analyses should be used, where the denominator of the26

ICER is expressed in quality-adjusted life-years (QALYs) or27
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disability-adjusted life-years (DALYs). The latter is more fre-28

quently used in low- and middle-income countries (LMICs).29

Given the focus on LMICs in this paper, DALYs will be used30

from here onwards.31

The interpretation of the ICER depends on where it lies on32

the cost-effectiveness plane (refer Figure 1 in [20]). If the new33

intervention is more effective and saves money compared to34

standard of care (South East quadrant), or the new intervention35

is less effective and more costly compared to standard of care36

(North West quadrant), the ICER is negative and interpretation37

is simple. In the former case the new intervention should clearly38

be adopted from a cost-effectiveness point of view, whereas in39

the latter case the intervention is clearly worse and should not40

be adopted.41

To determine whether an intervention likely improves over-42

all population health within the healthcare budget constraints,43

the ICER can be compared with a cost-effectiveness threshold44

in situations where the intervention is more costly and more45

effective (North East quadrant) or less costly and less effec-46

tive (South West quadrant). Assuming the decision-maker in-47

deed wants to maximise overall population health, symmetrical48

threshold should be applied for both quadrants, whereby inter-49

ventions that are more effective and more costly should remain50

below the threshold and interventions that are less effective and51

less costly should remain above the threshold.52

If a new intervention costs more per DALY avoided than the53

healthcare it displaces, health opportunity costs exceed health54

benefits, and implementing the new intervention would be ex-55

pected to lead to an overall reduction in population health mea-56

sured in DALYs. Theoretically, the cost-effectiveness threshold57

[12; 48; 35] should reflect the point at which this occurs. Thus,58

given the available budget, interventions that are more costly59

and more effective with an ICER below the threshold are ex-60

pected to improve overall population health, while similar in-61

terventions with an ICER above the threshold are expected to62

worsen overall population health.63

Characterizing uncertainty is crucial in CEA, particularly64

when evaluating the need for additional evidence. Value of65

Information (VoI) analysis enhances CEA by quantifying the66

benefit of reducing uncertainty in decision-making. In health67

decision-analytic models, VoI assesses the potential benefit ob-68

taining additional data aimed at reducing uncertainty in key69

parameters influencing decision uncertainty. Two key uncer-70

tainties are model input values and model structure, whereby71

VoI analyses in the literature typically only focus on parameter72

uncertainty and completely ignore model structure uncertainty.73

These models are typically law-driven due to a lack of long-74

term data. To quantify input uncertainty, a probability distribu-75

tion for true input values is propagated through the model using76

Monte Carlo sampling, known as probabilistic sensitivity anal-77

ysis (PSA) [15; 43]. However, PSA only addresses input uncer-78

tainty, not structural uncertainty, which is harder to quantify and79

requires judgments about the model’s real-life representation.80

Despite its potential, VoI analysis [56] is constrained by81

structural uncertainties, which are rarely quantified in model-82

based analyses. Not quantifying structural uncertainty implies83

that the model is a perfect representation of real-world pro-84

cesses and relationships. While VoI analysis for structural un-85

certainty using model selection and model averaging has been86

explored previously [44; 6], methods in this area are still un-87

derdeveloped. Addressing these limitations is essential to fully88

leverage VoI analysis in making informed and effective health-89

care policy decisions.90

1.2. Theoretical Background on Lymphatic Filariasis91

Lymphatic filariasis (LF), a debilitating neglected tropi-92

cal disease caused by parasitic worms transmitted through93

mosquitoes, affects about 882 million people across 44 coun-94

tries [54]. In 2000, the World Health Organization (WHO)95

launched the Global Program to Eliminate Lymphatic Filaria-96

sis (GPELF), aiming to eradicate LF as a public health problem97

(EPHP) in 73 endemic nations by 2020 [53]. By 2021, 19 coun-98

tries, including Bangladesh and Lao People’s Democratic Re-99

public, were validated as having achieved EPHP, with 11 others100

under surveillance after halting large-scale treatment [53; 54].101

The primary intervention involves annual mass drug admin-102

istration (MDA) for at least five years in affected areas, employ-103

ing drug combinations such as diethylcarbamazine (DEC) + al-104

bendazole (DA) or albendazole + ivermectin (IA) [54]. Some105

areas also utilize a triple combination ivermectin + DEC + al-106

bendazole (IDA) [28; 24]. To assess MDA impact and deter-107

mine if infection levels have dropped below stopping thresh-108

olds, WHO recommends epidemiological monitoring surveys109

and transmission assessment surveys (TAS). The TAS uses the110

samples of blood smears, typically surveying children aged 5111

years and above for microfilariae (mf) prevalence [54]. Current112

MDA guidelines advise a minimum of 5 rounds of treatment113

before a pre-TAS is used to determine whether a first full TAS114

should be conducted, known as TAS-1. MDA can be stopped if115

TAS-1 is passed. Two subsequent surveys must also be passed116

before EPHP can be validated, TAS-2 and TAS-3, each within117

2–3 years of the previous assessment.118

However, focusing solely on children may underestimate mf119

prevalence, potentially missing ongoing transmission due to120

higher mf prevalence in adults. This paper proposes to improve121

the sensitivity of TAS to evaluate mf prevalence in adults, tar-122

geting <0.5% mf prevalence. This involves randomly sampling123

approximately 30 sites with 40-60 adults per site to replicate the124

characteristics of an evaluation unit (EU). Achieving and sus-125

taining WHO goals necessitates effective surveillance, identify-126

ing new cases post-EPHP target attainment. Intensive surveil-127

lance thresholds (<2% antigenamia (Ag), <1% mf) may still128

be inadequate, especially in areas with Culex transmission vec-129

tors [3; 16]. Mathematical and biological theories [1] propose a130

transmission breakpoint influenced by local transmission con-131

ditions and biological factors, in helminth infections such as LF132

which depend on sexual reproduction of the parasites, where133

low worm burdens diminish onward transmission, potentially134

leading to disease extinction in deterministic scenarios. Stud-135

ies, have suggested that the breakpoint might be substantially136

lower than 1% mf prevalence [19; 34]. Stochastic extinction137

can still occur above this breakpoint but with a lower probabil-138

ity [16]. If MDA are halted after reaching the breakpoint, the139
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low-level remaining transmission will diminish gradually tak-140

ing a longer time for LF extinction.141

In this work, we aim to provide the first detailed model sim-142

ulations of reducing the TAS stopping threshold in LF from143

<1% to <0.5% mf prevalence in a sample of adults aged 20144

years and above. This facilitates the understanding of the dif145

ferent trade-offs between additional rounds of MDA treatment146

and rebounds that apply to the design of surveillance strategies.147

In this context, modelling can help us to understand how ad-148

justing the threshold used in TAS impacts decisions about the149

stop of interventions and at what cost. For many settings, a150

reduction in the threshold increases the probability of elimina-151

tion, decreases the number of treatment rounds required, and152

reduces costs. Importantly, however, in certain circumstances153

(e.g., when coverage is lower), lower thresholds can imply an154

increase in the number of rounds of treatment required to reach155

that threshold (with increased costs) but help mitigate chronic156

conditions (such as lymphoedema and hydrocele) and result in157

longer sustained elimination with fewer future rebounds.158

To investigate the issues outlined above, here we use mathe-159

matical models of the transmission dynamics of LF as a case160

study to assess the potential implications of modifying the161

threshold for TAS. The paper addresses a key question: What162

are the potential trade-offs encountered in uncertainty quantifi-163

cation of cost-effectiveness analysis on lowering the stopping164

threshold for TAS in adults aged 20 years and above from an165

economic, epidemiological and mathematical perspective? In166

this paper, we restrict to lowering the stopping threshold from167

<1% mf prevalence to <0.5% mf prevalence for a sample of168

adults motivated by the work in [3] and [16]. Importantly, we169

focus on areas with Culex mosquitoes as the major transmission170

vector using IA drug combinations for potential comparisons.171

1.3. Contributions172

This study investigates the following three specific sub-173

questions outlined below which highlight the key contributions174

of our work:175

1. What is the interplay between the dynamics of infection on176

DALY burden and elimination? In Section 5 we show the177

monotonic behaviour of the DALY burden and probability178

of elimination for different stopping thresholds, baseline179

mf prevalences and MDA coverages.180

2. What are the dynamics of the costs both pre and post-MDA181

surveillance when the stopping threshold is lowered? In182

Section 5 we explain the tradeoff illustrated in the ob-183

served non-monotonic behaviour of the costs for different184

stopping thresholds, baseline prevalences and MDA cov-185

erages.186

3. If lower stopping thresholds are required for elimination187

of transmission, then are we realistically able to measure188

them using current tools? In order to circumvent issues189

related to the ICERs to address this question using the190

CEA framework in Section 2, we instead adopt a linear191

formulation of Expected Incremental Net-Monetary Bene-192

fit (EINMB) metric for fixed country-level WTP values as193

recommended by the several studies [38; 52] for DALYs194

averted and approximate the range of WTP for probabil-195

ity of elimination (due to lack of data) in order to align196

with the goals of GPLEF. We also extend the analysis to197

quantify uncertainty with every additional sample size us-198

ing Value of Information Analysis (VoI) with the help of199

Expected Value of Sample Size (EVSI) metric for the op-200

timum WTP values per DALY averted and unit increase in201

the probability of elimination for different stopping thresh-202

olds and baseline prevalences. Finally, we propose an al-203

ternate paradigm, the Linear Wasserstein Framework in204

Section 3 that might help us resolve some of the proposed205

limitations, particularly around structural uncertainty of206

the CEA framework.207

Addressing these questions will help to assess whether lower208

thresholds have the potential to assist programmes in achiev-209

ing LF local elimination goals and how such decisions impact210

programme costs aligning with the GPELF objectives.211

1.4. Outline of the paper212

We begin in Section 2 by summarizing the theoretical213

framework for CEA. In addition, we prescribe an alternative214

paradigm that circumvents structural uncertainties of CEA us-215

ing the Linear Wasserstein framework in Section 3. The numer-216

ical implementation is then described in Section 4 and tested in217

Section 5. Finally, we will discuss our findings and present our218

conclusions in Section 6. For the reader’s convenience we have219

provided a list of key terminologies used in the manuscript in220

Table C.15 (see Appendix C for more details).221

2. Summary on Cost Effective Analysis (CEA) Framework222

In this section, we extend the classic net-benefit framework to223

include resource implications alongside aligning with GPLEF224

goals by incorporating elimination probabilities [2]. Addition-225

ally, we incorporate Value of Information (VoI) analysis which226

directly addresses the potential implications of current uncer-227

tainty, not only in terms of the likelihood of modifying the cur-228

rent decision in light of new and more definitive evidence, but229

also in terms of the opportunity cost of the incorrect decision.230

2.1. Notation and Basic Concepts231

Health economic decision making aims to determine the op-232

timal intervention considering costs and health impacts of vari-233

ous clinical effectiveness. A key metric is the Incremental Cost-234

Effectiveness Ratio (ICER), defined as the ratio of the differ-235

ence in costs (∆C) to the difference in health impacts (∆E) be-236

tween two interventions:237

ICER =
∆C
∆E

, (1)

Here, we use a cost-utility analysis, where health impacts238

(∆E) are expressed in disability-adjusted life years (∆DALYs)239

averted by quantifying overall disease burden due to morbidity240

and mortality. In the current analyses, we only include effects241

on morbidity (e.g., lymphoedema, hydrocele) as we assumed242

the intervention has no impact on mortality. For our analysis,243
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we will use both DALYs averted and the probability of elim-244

ination. A strategy is considered cost-effective if the ICER245

does not exceed the health planner’s WTP per DALY averted246

(WTPDALY),247

ICER =
∆C

∆DALYs
≤WTPDALY. (2)

The net-benefit framework circumvents issues with ICERs by248

not having to deal with extended dominance (when one inter-249

vention is less cost-effective than a combination of two or more250

interventions) by transforming the ICER into a linear additive251

form, known as the net-monetary benefit (NMB).252

∆C ≤WTPDALY · ∆DALYs =:
0 ≤WTPDALY · ∆DALYs − ∆C = NMB(WTPDALY),

(3)

By using NMB, which relies on single monetary values rather253

than ratios, the framework simplifies the evaluation of mul-254

tiple interventions, regardless of which quadrant of the cost-255

effectiveness plane the ICER lies in. Given a Monte Carlo sam-256

ple of N iterates of the costs and DALYs averted (denoted by257

the parameter set θ), a strategy is preferred over the comparator258

if the expected NMB exceeds zero:259

0 ≤ Eθ(NMB(θi,WTPDALY)), (4)

where θ is the parameter vector and i = {1, 2, · · · ,N} is the itera-260

tions per parameter to denote the samples drawn from the joint261

distribution p(θ). Extending this framework to multistrategy262

decision analysis between J strategies, the preferred strategy is263

the one that maximizes the Eθ(NMB(θi,WTPDALY)):264

max
j={1,2,··· ,J}

Eθ

(
NMB

(
j, θi|WTPDALY

))
. (5)

We also include benefits related to the probability of elimina-265

tion of LF, aligning with GPELF goals using WTP per unit in-266

crease in probability of elimination (WTPElimination). The NMB267

is reformulated as:268

NMB(θi) = 100 ·WTPElimination × ∆IElimination(θi)
+WTPDALY × ∆DALYs(θi) − ∆C(θi),

(6)

Here, ∆IElimination(θi) is 1 if only one strategy achieves elimina-269

tion, and 0 otherwise such that ∆IElimination(θi) = I j
Elimination(θi)−270

IComparator
Elimination(θi). Analogous to the traditional NMB, the strategy271

that ought to be implemented is indicated by,272

max
j={1,2,··· ,J}

Eθ

(
NMB

(
j, θi|WTPDALY,WTPElimination

))
, (7)

Simultaneously, the framework allows for a probabilis-273

tic interpretation of cost effectiveness by conditioning on274

WTPDALY,WTPElimination as follows,275

P( j is CE|WTPDALY,WTPElimination) =
1
N

N∑
i=1

M( j, θi), (8)

where276

M( j, θi) =

 1 arg max j∈1:J NMB
(

j, θi|WTPDALY,WTPElimination

)
0 Otherwise

(9)
The framework therefore presents a measure of uncertainty that277

the strategy with the highest expected NMB is optimal over all278

other strategies, given by the proportion of samples where the279

strategy has the highest NMB of all strategies.280

In general terms, the Expected Value of Perfect Information281

(EVPI) [8] is the difference between the expected value of a282

decision made with perfect information and the expected value283

of a decision made with current knowledge. It represents the284

maximum amount a decision-maker would be willing to pay285

for perfect information to avoid the potential losses associated286

with uncertainty. EVPI is defined as,287

EVPI = Eθ( max
j={1,2,··· ,J}

NMB( j, θi|WTPDALY,WTPElimination))

− max
j={1,2,··· ,J}

Eθ
(
NMB( j, θi|WTPDALY,WTPElimination)

)
.

(10)
Here, the vector of parameters can be split in two compo-288

nents θ = (ϕ, ψ), where ϕ is the subvector of parameters of289

interest (i.e., those that could be investigated further) and ψ are290

the remaining “nuisance” parameters:291

max
j={1,2,··· ,J}

Eψ|ϕ(NMB( j, θi|WTPDALY,WTPElimination)). (11)

which is the value of learning ϕ with no uncertainty. Of course,292

we will never be in the position to completely eliminate the un-293

certainty on ϕ, so we then average over its current probability294

distribution while also subtracting the value of the current opti-295

mal decision to calculate the Expected Value of Partial Perfect296

Information (EVPPI) [8; 43; 22]. The economic value of elimi-297

nating all uncertainty about ϕ (assuming risk neutrality) is equal298

to the EVPPI which is given by:299

EVPPI = Eϕ( max
j={1,2,··· ,J}

Eψ|ϕ(NMB( j, θi|WTPDALY,WTPElimination)))

− max
j={1,2,··· ,J}

Eθ(NMB( j, θi|WTPDALY,WTPElimination)).

(12)
Expected Value of Sample Information (EVSI) [23] mea-300

sures the value of collecting additional data X to inform ϕ, as-301

suming X directly updates ϕ and is independent of ψ|ϕ. EVSI302

is bounded above by EVPPI. If data X were observed as x, it303

would update ϕ’s distribution p(ϕ|x), impacting the net benefit304

distribution for each treatment. EVSI is the average value over305

all possible data sets:306

EVSI = EX( max
j={1,2,··· ,J}

Eθ|X(NMB( j, θi|WTPDALY,WTPElimination)))

− max
j={1,2,··· ,J}

Eθ(NMB( j, θi|WTPDALY,WTPElimination)).

(13)
In this paper, to estimate EVSI computationally we follow the307

efficient nested Monte Carlo method based on “moment match-308

ing” by [23]. The method improves computational efficiency309

by reducing the nested Monte Carlo error, using the moment310
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matching technique to approximate the distribution of the pos-311

terior samples more accurately (see for more details, Algorithm312

1 in Appendix A). Although, several other approaches [29]313

such as the Importance Sampling (IS), Regression techniques,314

Gaussian approximation method and Integrated Nested Laplace315

Analysis (INLA) [22] exist, we rely on moment matching for its316

ability to estimate EVSI for multiple alternative sample sizes317

with a fixed additional computational cost. We also note that318

Integrated Nested Laplace Analysis (INLA) is highly efficient319

for performing Bayesian inference, especially in latent Gaus-320

sian models by treating the PSA simulations as a ‘spatial prob-321

lem’ and projecting from higher to lower dimension to evaluate322

EVPPI by dimensionality reduction.323

2.2. Fundamental Issues using EVSI as a metric324

There are several challenges that arise when using the EVSI325

metric:326

1. Assumptions on Distributions: Implementing EVSI using327

the moment-matching method (see Algorithm 1 in Ap-328

pendix A) involves approximating the distribution of the329

sample information using moments (mean, variance, etc.).330

This can introduce errors, especially if the true distribution331

of the sample information is not well-approximated by the332

moments.333

2. Dependence on Prior Information: The quality of EVSI334

estimates using moment matching depends heavily on the335

prior information available. Poor or inaccurate priors can336

lead to misleading EVSI estimates.337

3. Implementation Challenges: Moment matching is accu-338

rate and efficient when the health economic model has a339

low computation time but becomes more unfeasible as the340

model runtime increases and inaccurate when the sample341

size is less than 10.342

4. Requires Accurate EVPPI Estimation: Moment matching343

is more accurate for studies that will have significant im-344

pact on the underlying uncertainty in the decision-analytic345

model, i.e., the EVPPI of ϕ needs to be high compared to346

the value of reducing all model uncertainty (i.e., EVPI),347

ideally greater than 40% [23].348

While moment matching can be a useful tool for approxi-349

mating EVSI, these limitations must be carefully considered350

and addressed to ensure accurate and reliable health economic351

decision-making.352

3. Linear Wasserstein Framework353

This section introduces an alternative metric to EVSI for de-354

termining the cost-effectiveness of intervention strategies using355

the Linear Wasserstein Framework (also called “Linear Opti-356

mal Transport” (LOT)) which was originally formulated in [55].357

Wasserstein-like distances are metrics on probability measures.358

They can be motivated from a geometric point-of-view as they359

pay a cost based on rearrangement of mass. This means the dis-360

tance is assigned (loosely speaking) based on translations. The361

main obstacle concerning Wasserstein distances is the computa-362

tional cost and a lack of off-the-shelf data analysis tools. This is363

where the linearisation of optimal transport distances plays an364

important role. The linearisation defines a map P : P(X)→ Rk
365

(for some k) such that the Wasserstein distance in P(X) is ap-366

proximately the Euclidean distance in Rk. In the Euclidean367

space we can easily apply several standard data analysis tools368

such as dimensionality reduction, classification and modelling.369

3.1. Notations370

Let X, Y ⊆ Rd with µ ∈ P(X) and ν ∈ P(Y). Given µ ∈ P(X)371

and a transport map T : X → Y we can define the pushforward372

of µ by T as follows.373

Definition 1. Let µ ∈ P(X) and T : X → Y be a measurable374

map, the pushforward of µ by T , denoted as T#µ is the measure375

ν defined by,376

ν(B) = µ(T−1(B)). (14)

for all measurable set B ⊆ Y.377

3.2. Optimal Transport Formulations378

Let us consider T : X→ Y to be a Borel measurable function379

such that T#µ = ν. The Monge formulation [11] would be to380

find the transport map T , given the probability measures µ,ν,381

minimising the objective function in M(µ, ν), where382

M(µ, ν) := inf
T :T#µ=ν

∫
X
|x − T (x)|pdµ(x). (15)

We call any T which satisfies T#µ = ν a transport map and383

the minimizer of the optimisation problem in Eq. (15) as the384

optimal transport map T ∗. It is often difficult to handle this385

non-convex optimisation problem in Eq. (15) due to its non-386

linearity in T .387

We define the set Π(µ, ν) of couplings between measures µ388

and ν to be the set of probability measures on the product space389

P(X × Y) whose first marginal is µ and the second marginal is390

ν. For any transport map T : X → Y, there exists an associated391

transport plan π such that,392

π = (Id × T )#µ. (16)

where Id denotes the identity map. We recall that if PX : X ×393

Y → X and PY : X × Y → Y are the canonical projections, then394

the marginals are PX
#π = µ and PY

#π = ν.395

The Kantorovich formulation [11] would be to minimise the396

objective function K(µ, ν), given the probability measures µ, ν,397

where398

K(µ, ν) := inf
π∈Π(µ,ν)

∫
X×Y
|x − T (x)|pdπ(x, y). (17)

The minimizer of Eq. (17) is the optimal transport plan π∗. In399

this sense, the Kantorovich formulation in Eq. (17) can viewed400

as a relaxation of the Monge formulation. The difficulty in401

proving the existence of maps that satisfy the constraint T#µ = ν402

leads to mass splitting during transportation, especially in cases403

involving discrete measures where such transport maps may not404

be feasible. This modified formulation in Eq. (17) now de-405

scribes the amount of mass π(x, y) that can be transported from406

x to different positions at y.407
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3.3. Wasserstein Distances408

We denote the space of probability measures on X that have409

finite pth moment, as follows:410

Pp(X) :=
{
µ ∈ P(X) :

∫
X
|x|pdµ(x) < +∞

}
.

So, when X is bounded Pp(X) = P(X). This allows us to411

define the p −Wasserstein distance [11], which is the minimum412

transportation cost between µ and ν, as413

dW p (µ, ν) =

infπ∈Π(µ,ν)

(∫
X×Y
|x − y|p dπ(x, y)

) 1
p for 1 ≤ p < ∞,

infπ∈Π(µ,ν) π − ess sup(x,y)|x − y| for p = ∞.
(18)

The dW p distances are advantageous for Lagrangian modeling414

due to their simplicity, metric properties (like symmetry), exis-415

tence of geodesics, Riemannian structure and theoretical bene-416

fits like existence of optimal transport maps and plans. How-417

ever, they require the inputs to be probability measures, are418

computationally expensive, and there is a lack off-the-shelf data419

analysis tools. We therefore opt for the Linear p-Wasserstein420

Framework.421

3.4. Linear Wasserstein Framework422

Figure 1: The Linear p-Wasserstein framework embeds measures in the tangent
space of a fixed reference σ. As a consequence, the Euclidean distance between
the non-negative measures µ and ν is an approximation for the 2-Wasserstein
distance dW2 (µ, ν). This figure is computed using ParaView.

The Linear p-Wassertein framework introduced by Wang in423

[55], illustrated in Figure 1, has several applications in biomedi-424

cal imaging, analysis of 2-D point cloud data [5; 36], telescopic425

and facial expressions [32; 31]. The term “linear” refers to the426

(Euclidean) vector space structure that one gains after approx-427

imation. The method linearizes the Wasserstein distance by428

computing the projection to tangent space at a fixed reference.429

To discuss the Linear p−Wasserstein framework in the con-430

tinuous setting we consider a domain X ∈ Rd that is a bounded,431

convex and closed subset of Rd with a non-empty interior,432

alongside the probability measures µi ∈ P(X) ∀ i ∈ {1, 2, · · · ,N}433

and a fixed reference σ ∈ P(X). The optimal transport map T ∗i434

between σ and µi satisfies,435

dW p (µi, σ) =
( ∫

X
|x − T ∗i (x)|pdσ(x)

) 1
p

(19)

where T ∗i#σ = µi. This provides the basis to formally introduce436

the linear Wasserstein distance for two measures say µ1 and µ2.437

dLOTW p (µ1, µ2, σ) =
( ∫

X
|T ∗1 (x) − T ∗2 (x)|pdσ(x)

) 1
p

. (20)

This enables us to compute the linear embeddings in the form438

of projections P : P(X)→ TσP(X) which are the velocity maps439

from the manifold to the tangent space. This can be expressed440

as,441

P(µi) = T ∗i − Id, (21)

Equivalently, relating the Linear Wasserstein distance dLOTW p to442

p-Wasserstein distance dW p in equation (19) we can rewrite as443

follows,444

dW p (µi, σ) = ||P(µi) − P(σ)||Lp(σ)= dLOTW p (µi, σ, σ). (22)

Remark 2. This implies that the maps P(µi) form the linear445

embeddings in the form of projections from the p-Wasserstein446

space to L2 (Euclidean) space, thereby preserving the opti-447

mal transport distance between µi and σ. It is assumed that448

dLOTWp (µ1, µ2, σ) ≈ dWp (µ1, µ2) and the approximation depends449

on the curvature of the Wasserstein space and in general the lin-450

ear Wasserstein distance is not equivalent (in terms of metric451

equivalence) to the Wasserstein space. However, when there is452

some special structure, such as when the measures are all trans-453

lations or shearings then one gets established bounds [10] like454

cdLOTWp (µ1, µ2, σ) ≤ dWp (µ1, µ2) ≤ CdLOTWp (µ1, µ2, σ) where455

c,C are some positive constants.456

3.5. Advantages of using the Linear Wasserstein Framework457

The linear optimal transport (LOT) framework offers an al-458

ternative approach to the calculation of the Expected Value of459

Sample Information (EVSI), addressing several limitations as-460

sociated with the moment matching method as outlined below:461

1. Approximation Accuracy: Unlike moment matching,462

which approximates the distribution using moments, LOT463

can directly handle the full distribution of the data by us-464

ing the probability measures. This leads to more accurate465

representations of the underlying distributions, reducing466

approximation errors. According to ISPOR’s recommen-467

dations [39], uncertainty in parameter input values should468

be characterized using probability distributions. Addition-469

ally, any dependencies between parameters should be rep-470

resented by a joint, correlated probability distribution. We471

have modeled these inputs as a point cloud (discrete set of472

points in space).473

2. Handling High Dimensions: The LOT framework pro-474

vides linear projections that help reducing the dimension-475

ality from the ambient to the tangent space after applying476

off-the-shelf data analysis tools.477

3. Distributional Assumptions: LOT does not rely on the as-478

sumption that the distribution can be adequately described479

by expectation and variance. It considers the entire dis-480

tribution suitable for handling non-linearities and inter-481

actions inherent in the data, thus accommodating higher-482

order moments more naturally by preserving salient prop-483

erties of the data and accounting structural uncertainty.484

4. Independence from Prior Information: The LOT approach485

minimizes this dependency by utilizing an empirical dis-486

tribution derived from observed data. This empirical focus487

means that the approach is less susceptible to the biases488

introduced by incorrect prior assumptions.489
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By directly addressing the distribution of sample informa-490

tion and leveraging efficient optimization techniques, the LOT491

framework provides a robust and scalable uncertainty quantifi-492

cation tool to calculate cost-effectiveness analysis. This circum-493

vents many of the limitations associated with moment match-494

ing, leading to more accurate and reliable decision-making.495

4. Methods496

We utilize the stochastic TRANSFIL model [25] with pa-497

rameters previously estimated [26; 45] to represent transmis-498

sion by Culicine mosquitoes (for more details on the param-499

eters refer Table C.14 in Appendix C). The model simulates500

the health impacts of lymphatic filariasis (LF) and incorporates501

mass drug administration (MDA) effects, based on simulated502

target coverage, systematic nonadherence, and drug efficacy503

[18]. We excluded other interventions such as vector control504

for this study. We modeled closed populations of 100,000-505

500,000 people, reflecting EU sizes in standard TAS surveys506

per WHO guidelines [54]. The detection parameters were fitted507

using Bayesian MCMC to data from Malindi, Kenya, Colombo,508

Gampaha and Sri Lanka [26]. MDAs were simulated at 65%509

and 80% coverage. Systematic non-adherence was included by510

calculating individual treatment probabilities based on coverage511

and between-round correlation, parameterized with data from512

Leogane, Haiti, and Egypt [18].513

The model also simulates health impacts of lymphoedema,514

hydrocele, and acute adenolymphangitis (ADL) using pub-515

lished methods. Morbidity due to lymphoedema and hydrocele516

was modeled with data from India [13]. The model assumes517

morbidity occurs after accruing a certain cumulative worm bur-518

den. ADL incidence was estimated twice per year in 70%519

of hydrocele patients and four times annually in 95% of lym-520

phoedema patients [14]. Prevalence was converted using pub-521

lished disability weights [21]. Side-effects of MDA were not522

considered, despite reports of 13% feeling unwell post-MDA,523

as these effects were deemed minor [59]. Mental illness was524

also excluded due to lack of accurate data, despite its recog-525

nized burden in LF [49; 30].526

For WHO-prescribed starting and stopping decisions [54],527

we considered TAS surveys from 30 sites per EU. Baseline528

prevalences were sampled from a normal distribution with529

means of 5-10%, 10-20%, or 20-30%. In each site, we sam-530

pled 40-60 adults aged 20 years to evaluate TAS. If mf-positive531

adults were below the stopping threshold MDA was halted un-532

til the next survey; otherwise, it continued. We iterated this533

algorithm 1,000 times and reported mean baseline prevalences.534

Cost simulations considered TAS surveys ($12,494.75 [7]) and535

MDA rounds ($7,640.92 [47]) over a 20-year horizon, with dis-536

counting included. We note that for MDA restarts, the costs of537

the MDA and TAS are doubled.538

For cost-effectiveness analysis, using the Expected Incre-539

mental Net Monetary Benefit (EINMB) metric, we used <1%540

mf prevalence in children (aged 5 years and above) as the com-541

parator. We simulated transmission dynamics and morbidity542

associated with LF, including DALY burden for 30 sites and543

a TAS-like survey across those sites. We investigated differ-544

ent MDA coverages (65% and 80%) and different baseline LF545

prevalences. We evaluated WTPDALY for DALYs averted, re-546

flecting opportunity costs and adjusted for purchasing power547

parity [51] using $500 (Ghana), $2,500 (Congo) and $5,000548

(Southern Africa) based on the provided country-specific per-549

centage of GDP per capita estimate that underlies the DALY-550

4 estimation method by multiplying the total per individual551

DALY value times a specific proportion of the GDP per capita552

[35] for LMIC and WTPElimination per unit increase in local elim-553

ination ranging from $0-$10,000 [2]. We evaluated different554

stopping thresholds for Culicine transmitters using a model-555

based transmission dynamics, health, and economic impacts.556

To address our key questions, we examined:557

1. Probability of elimination [46], i.e., the probability of558

achieving local elimination within 20 years post-MDA if559

mf prevalence in a sample of <1,700 adults aged ≥ 20560

years was below the stopping threshold.561

2. Health impact evaluation through DALYs averted for mor-562

bidity by quantifying the overall disease burden due to563

lymphoedema, hydrocele and ADL by the years lived with564

disability. In this context, we assume that the years of life565

lost due to premature death is zero as death due to LF is566

rare.567

3. Costs due to MDA rounds and TAS surveys.568

4. Computing the cost-effectiveness of lowering the stopping569

threshold to <0.5% in adults with the help of the EINMB570

metric (see Section 2). We note that for this metric we571

use the fixed country-specific WTPDALY and vary across572

an approximate range of WTPElimination.573

5. Evaluating the uncertainty in parameters (total costs,574

DALYs averted and/or probability of elimination) using575

Value of Information (VoI) methodology, with EVSI met-576

ric (see Section 2) implemented using moment matching577

method (see Algorithm 1 in Appendix A).578

6. Evaluating the uncertainty in parameters (total costs,579

DALYs averted and/or probability of elimination) using580

the Linear Wasserstein Framework in conjunction with581

LDA (see Section 3). The total costs due to MDA rounds582

and TAS surveys, along with DALYs averted and proba-583

bility of elimination, are represented as probability mea-584

sures on point cloud data (discrete set of data points in585

space). Let µi denote the empirical measure associated586

with the i-th point cloud, defined as: µi =
1
mi

∑mi
j=1 δx(i)

j
587

where x j ∈ Rd and mi denotes total data points in each588

µi. We sample the point clouds so that each point cloud589

has the same fixed number m = 1000 data points, i.e.590

µi =
1
m
∑m

j=1 δx(i)
j

(up to relabelling of the x(i)
j ∈ Rd)591

for i = {1, 2, · · · ,N} and j = {1, 2, · · · ,m}. Following592

this, we compute the projections P(µi) as defined in Eq.593

(21) for each measure µi. Using these projections, firstly594

we apply PCA to obtain the eigenvectors that accounts595

for principle variations of the distributions. We then use596

these projected eigenvectors from PCA as feature vectors597

(denoted as {Xi}
L
i=1) along with three classes of baseline598

prevalences (5-10%,10-20%,20-30%) as labels (denoted599
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Figure 2: Simplified timeline plots for a single population of size 1000 for 10 simulations illustrating the model-predicted temporal trends in mf prevalence (solid
red lines), DALY burden are computed as the morbidity prevalence of lymphoedema, hydrocele and acute adenolymphangitis (dashed blue lines) times the disability
weights [21] and cumulative wormburden (dotted green lines) for 5-10% mf prevalence using (a) <0.5%, (b) <1%, (c) <2% and (d) <5% as the stopping threshold
criteria for TAS with 80% MDA coverage for a sample of adults.

Figure 3: Epidemiological outcomes for different mf stopping threshold preva-
lences for TAS with 5-10% baseline prevalence with 80% MDA coverage of
different age-groups of the eligible population post-surveillance. Here, we rep-
resent the mean outcomes by randomly sampling approximately 30 sites with
40-60 people strafied by age per site to replicate the characteristics of an eval-
uation unit (EU, < 500,000 people). Note that costs and DALYs averted are
normalized to the same scale for improved visualization in the plots.

as {yi}
L
i=1) where L is the size of training dataset used as600

inputs for LDA [58] to classify the <0.5% mf threshold601

for different baseline prevalences relative to the reference.602

We note that we train the LDA on 80% of the feature vec-603

tor and labels (iteratively) and make predictions on the re-604

maining 20% of the unseen feature vector and labels. In605

this study, we use the fixed WTPDALY as outlined above606

and estimate the range for WTPElimination (see Algorithm 2607

in Appendix A for more details)608

5. Results609

The impact of MDA on the interruption of LF transmission610

and reduction of the disease burden using DALYs is dependent611

on the threshold criteria defined for passing the TAS, as illus-612

trated in the example of a setting with a baseline prevalence of613

5-10% and 80% MDA coverage of a single population size of614

1000 for 10 simulations (Figure 2).615

In Figure 3 (circles) replicating the characteristics of an EU,616

we find that the probability for local elimination at 5-10%617

baseline prevalence with 80% MDA coverage and a threshold618

of <0.5% mf prevalence was 89.2% (≥5 years), 91.8% (≥20619

years), and 90.72% (entire eligible population). For a threshold620

of <1% mf prevalence, it was 80.05%, 83.8%, and 81.76%, re-621

spectively. Lowering the threshold increases the probability for622

local elimination across different prevalences, coverages, and623

age-groups. These trends follow across different baseline preva-624

lences, MDA coverages and treatment strategies (refer B.1, B.2,625

and B.3 in Appendix B).626

Additionally in Figure 3 (triangles), a lower threshold results627

in fewer MDA rounds and surveys due to reduced probability628

of restarting after stopping, hence lower costs. However, for the629

lowest baseline prevalence, restarting MDA is unlikely for ei-630

ther threshold for children and adults, with slightly higher costs631

for the lower threshold due to extra rounds needed. For the en-632

tire eligible population, higher threshold costs are greater due633

to MDA restarts. In general, more restarts occur at higher base-634

line prevalences and lower MDA coverage for all thresholds due635

to the stochastic nature of the model dynamics accounting for636

higher transmission and increased treatment rounds to achieve637

elimination (refer Tables B.4 ,B.5 and B.6, in Appendix B).638

Figure 3 (squares) shows mean DALYs averted across differ-639

ent thresholds for 80% MDA coverage. Lowering the threshold640

results in more DALYs averted due to a reduction in worm bur-641

dens. Trends are similar for 65% MDA coverage. The choice642

of threshold depends on epidemiological context and economic643

considerations, including WTPDALY.644

To evaluate costs, health impact, and monetization benefits645
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Figure 4: a. EINMB based on the WTP for range of DALY averted for morbidity: $500 (green), $2500 (red), $5000 (blue) for 5-10% (circles) , 10-20% (triangles)
and 20-30% (squares) baseline prevalence for a sample of adults. b. EINMB based on the WTP for 1% increase in probability of elimination from $0-$10,000 and
the WTPDALY: $500 (green), $2500 (red), $5000 (blue) for sample of adults for (i) 5-10% - circles (ii) 10-20% - triangles (iii) 20-30% - squares baseline prevalences
comparing <0.5% threshold in a sample of adults with respect to <1% threshold of mf prevalence in children (comparator).

of local elimination, we use expected incremental net mone-646

tary benefit (EINMB). Higher EINMB indicates optimal cost-647

effectiveness at a given WTPDALY. Our findings (Figure 4a)648

show that at 80% coverage, switching to a lower threshold649

is cost-effective across all baseline prevalences, keeping costs650

per DALY averted below national WTP thresholds (positive651

EINMB). Variability in results is due to demographic factors652

such as age, treatment strategy, and population growth [40]. At653

65% coverage (Figure 4b), more rounds and surveys suggest654

switching to a lower threshold is cost-effective based on WTP655

per 1% increase in local elimination probability, aligning with656

GPELF goals (refer Tables B.7, B.8 in Appendix B). For WTPs657

of approximately $4200, $3000, and $1000 per 1% increase in658

local elimination for different baseline prevalence, switching is659

recommended (Figure 4b, black solid line).660

Health economic decision-analytic models are used to esti-661

mate the expected net benefits of competing decision options.662

The true values of the input parameters of such models are663

rarely known with certainty, and it is often useful to quantify664

the value to the decision maker of reducing uncertainty through665

collecting new data. In the context of understanding how to666

measure the prevalence for different stopping threshold with667

precision, we need a handle to quantify uncertainty revolving668

around the costs due to MDA rounds and surveys alongside669

DALYs averted and unit increase in probability of elimination.670

In this light, the value of the proposed research design for ev-671

ery additional sample size can be quantified by the EVSI metric672

as defined in Section 2. In Figure 5 (a)-(b), we find that the673

EVSI peaks around a WTPElimination of $2,500-$3,000 (max) for674

<0.5% and <1% stopping threshold. On the other hand, for Fig-675

ure 5 (c)-(d) we see that the EVSI peaks around a WTPElimination676

of about $1,500-$1,700 (max) for <2% and < 5%. This cor-677

responds to the fact that additional information obtained from678

extra EVSI per person (illustrated in Figure 5 by higher peaks679

in 0.5% than 5%) in lower stopping thresholds is more bene-680

ficial to account for uncertainty quantification of MDA stop-681

ping decisions as justified for 5-10% baseline prevalence. Ad-682

ditionally, in Tables B.11, B.12 and B.13 (see Appendix B),683

we find that moment matching is much faster than the bench-684

mark nested Monte-Carlo method, although both converge to685

the same EVSI at larger sample sizes. Figure 5 illustrates the686

theoretically established trend in the fact that the EVSI (dark687

blue lines) approached the EVPPI (thick dark blue line below688

EVPI) as defined in Section 2 at larger sample sizes, indicating689

that the value of information gained from larger studies may690

approach the theoretical maximum value of removing the un-691

certainty of reaching elimination based on the different thresh-692

olds. In order to further test the robustness of the MDA stop-693

ping decision based on the cost-effectiveness of lower stopping694

threshold (< 0.5% mf prevalence in adults), we rely on the Lin-695

ear Wasserstein Framework in conjunction with PCA and LDA.696

In Figure 6a, we find the scattergram of the costs with DALYs697

averted with 80% MDA coverage for different baseline preva-698

lences (represented as circles, triangles and squares) show that699

the lower stopping thresholds (< 0.5%) are cost-effective using700

the fixed country-specific WTPDALY ranging from $500-$5,000701

when predicted on the unseen 20% of the feature vector (test702

sample). Each symbol represents the mean incremental costs to703

incremental DALYs averted to obtain a standardized compar-704

ison to the EINMB metric in Figure 4a. Likewise, in Figure705
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Figure 5: EVSI implemented using the moment matching method for different thresholds (a: <0.5%, b: <1%, c: <2% and d: <5%) to evaluate the uncertainty
related to the cost-effectiveness of different stopping threshold for TAS under a range of WTP per unit increase in elimination for 5-10% baseline prevalence in a
sample of adults with 65% MDA coverage.

Figure 6: Summary figure illustrating the variations in the cost-effectiveness of the lower threshold for TAS using the Linear Wasserstein framework by considering
the total costs and DALYs averted, probability for elimination as inputs. The LOT embeddings are projected into a lower-dimension space using PCA and this
reduced feature vector from PCA is trained using LDA (80:20 split) for classifying <0.5% threshold at different baseline prevalence (labels) depicted as (circles)
5-10%, (triangles) 10-20% and (squares) 20-30% alongside the WTP for DALY averted for morbidity: $500 (green), $2,500 (red), $5,000 (blue) for a sample of
adults. a. Scattergram of incremental costs and DALYs averted for 80% MDA coverage b. Scattergram of incremental costs and unit increase in probability of
elimination for 65% MDA coverage c. EVSI per person for the estimated optimum WTP per unit increase in elimination. Note: The comparator chosen as the
reference template is <1% mf prevalence as the stopping threshold for TAS in children. The ellipses estimated from the covariance matrix and the mean vectors of
each baseline prevalence (class labels) denote the 95% confidence intervals accounting for the uncertainty and variability within the distribution of each class. Each
symbol represents the mean of the incremental costs to DALYs averted or probability of elimination classified by their respective baseline prevalences.

6b. we find the scattergram of the costs with DALYs averted706

in addition to the probability of elimination show when <0.5%707

stopping thresholds are cost-effective with a narrower estimated708

WTPElimination per unit increase in the probability of elimina-709

tion from $500-$3000 for 65% MDA coverage when predicted710

on the unseen 20% of the feature vector (test sample). Simi-711

larly, each symbol here represents the mean incremental costs712

to incremental probability for elimination to obtain a standard-713

ized comparison to the EINMB metric in Figure 4b. We re-714

mark that the results illustrated in Figure 6 a and b were com-715

puted using Step 1-3 of Algorithm 2 with 80% training sample716

size. Finally, in Figure 6c, we illustrate the EVSI per person717

using the utility gained from additional information predicted718

from LDA (see Algorithm 2 for more details) with the optimum719

WTPElimination estimated. We observe that as baseline preva-720

lence decreases, the optimum WTPElimination to make the lower721

stopping threshold cost-effective increases due to more addi-722

tional benefits gained from elimination and DALYs averted as723

demonstrated in Figure 3. Consequently, in Tables B.9 and B.10724

(refer to Supplementary Appendix B), we present the classifi-725

cation error for accurately predicting the baseline prevalences726

(class labels) for different stopping thresholds which decreases727

as training sample sizes increase. This improvement enhances728

the power of the utility function, which reflects the additive ben-729

efits gained with varying stopping thresholds, as indicated by730

the EVSI metric. This effect is achieved by training the LDA731

classifier with different fractions of the sample sizes, demon-732

strating that larger training datasets lead to more accurate clas-733

sifications and thus greater potential benefits from additional734

data.735

6. Discussion736

The probability of local elimination is determined by stop-737

ping thresholds, which are crucial for many disease control738

policies. That being said, it would be worthwhile to look into739

the effects of a lower threshold on program costs overall as well740

as whether it raises the likelihood of local elimination. The ap-741

plication of such a lower threshold in China [57] and its signifi-742

cance in effective LF control serve as examples of the potential743

advantages of a lower threshold, which this study highlights.744

However, the GPELF can use this example to gather crucial745
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data in order to establish standards for assessing whether MDA746

has been successful in bringing the infection prevalence down747

to a point where recrudescence is unlikely to happen.748

As we reduce the mf prevalence threshold from <1% to749

<0.5%, the likelihood of local elimination increases, accord-750

ing to our analysis of the effects of various stopping thresholds751

for TAS across 30 sites. Diminished DALY burden and restart752

probability are mitigated by a lower threshold, despite requir-753

ing more rounds. Employing the defined EINMB metric for754

CEA reveals that switching to a lower threshold is economical755

at 80% MDA coverage. However, for 65% MDA coverage, ex-756

tra benefits are needed, such as utilizing the WTPElimination per757

unit increase for elimination. The low amount of data, espe-758

cially on systematic non-adherence and wider disease impacts759

like mental illness, is the reason for the conservative morbidity760

estimates [49; 30].761

The expanded use of CEA in healthcare faces several chal-762

lenges. First, decision-makers must account for social concerns763

like prioritizing the sick, reducing health disparities by inte-764

grating more social concerns into CEA techniques. Second,765

current CEA practices, focused on evaluating new strategies or766

technologies, often overlook signs of resource misallocation.767

Third, assessing the broad range of interventions needed for768

CEA to improve allocative efficiency can be prohibitively ex-769

pensive and time-consuming. Additionally, many CEA studies770

produce context-specific results, limiting their applicability to771

different populations. Progress towards providing timely, af-772

fordable information on the costs and effects of various inter-773

ventions remains limited, particularly for LMIC [48; 60].774

On the other hand, the Linear Wasserstein Framework de-775

spite being mathematically rigorous has its own limitations.776

Firstly, the framework makes several modelling assumptions.777

Namely, that the distance should be proportional to the cost of778

translations. This can make the distance sensitive to outliers.779

Secondly, the Linear Wasserstein distance is also an approxi-780

mation of the Wasserstein distance and this approximation may781

deteriorate depending on the local curvature. Thirdly, being782

balanced, this framework requires equal number of datapoints783

(1000) for each probability measures derived from each of the784

pointcloud data for the different baseline prevalences (classes)785

which can disproportionately affect the robustness of the re-786

sults, if class-imbalance exists. A further extension to this787

framework could be to generate future projections of the model788

simulations for different baseline prevalences using fewer runs789

to save the computational power of the TRANSFIL model from790

a Bayesian perspective [37] or use state-of-art methods such as791

graph-based semi-supervised methods [9] that can leverage the792

advantages of this geometric embedding when very little infor-793

mation on the data is provided so that it can learn the geometry794

of the underlying point cloud data effectively.795

Our study assumes constant survey implementation costs,796

excluding potential out-of-pocket expenses and future cost797

changes [41]. Despite challenges in estimating precise costs798

for MDA and TAS due to incomplete records and data access799

issues, simulations help understand the TAS threshold’s im-800

pact on stopping MDA. A limitation in this study is the exclu-801

sion of vector control benefits, which remain debated. While802

some studies suggest combined MDA and vector control bene-803

fits in low endemic regions, others find no added advantage over804

MDA alone upon which further research is needed. Another805

major limitation is that our modelling study relies on Culex vec-806

tor due to its increased efficiency in transmission. Although di-807

rect implication of Culex species in the transmission of LF in808

West and Central Africa is still not well documented [42; 4], in809

East Africa, Culex species particularly Cx. quinquefasciatus is810

known to have a major role in LF transmission [17; 33]. With811

changing climate associated to increased traffic between East812

and West African countries and rapid expansion of this species813

in urban settings, it is becoming crucial to assess the role of814

Culex species in the transmission of diseases like LF. We also815

restrict our analysis to the IA drug, but studies [50] for oncho816

have found that IA may not lead to elimination of transmis-817

sion (EoT) in all endemic areas and moxidectin-based strategies818

could accelerate progress toward EoT and reduce programmatic819

delivery costs compared with ivermectin-based strategies. We820

also note that the use of the three-drug combination IDA, has821

particular challenges [45] for survey design due to reductions822

in mf density but not Ag over one or two rounds of treatment823

[27].824

Despite these drawbacks, our research emphasizes how im-825

portant it is to choose the right framework for uncertainty quan-826

tification when making decisions, especially when it comes to827

disease interventions, particularly LF. It is also essential to com-828

prehend the dynamics of local elimination post-threshold cross-829

ing and how it interacts with LF interventions. Our research in-830

dicates that although there is a long transient phase involved in831

the path to LF local elimination post-MDA surveillance, lower832

thresholds may help programs achieve their objectives. In addi-833

tion, we also propose the need for better framework to quantify834

the uncertainty inherent in the model parameters to analyze the835

cost-effectiveness of lowering the stopping threshold in LF.836
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