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Abstract 
 

The Objective Structured Clinical Examination (OSCE) is a critical component of medical education whereby the data 
gathering, clinical reasoning, physical examination, diagnostic and planning capabilities of medical students are 
assessed in a simulated outpatient clinical setting with standardized patient actors (SPs) playing the role of patients with 
a predetermined diagnosis, or case.  This study is the first to explore the zero-shot automation of physical exam grading 
in OSCEs by applying multimodal question answering techniques to the analysis of audiovisual recordings of simulated 
medical student encounters. Employing a combination of large multimodal models (LLaVA-1.6 7B,13B,34B and GPT-
4V), automatic speech recognition (Whisper v3), and large language models (LLMs), we assess the feasibility of 
applying these component systems to the domain of student evaluation without any retraining.  Our approach converts 
video content into textual representations, encompassing the transcripts of the audio component and structured 
descriptions of selected video frames generated by the multimodal model. These representations, referred to as “exam 
stories,” are then used as context for an abstractive question-answering problem via an LLM. A collection of 191 
audiovisual recordings of medical student encounters with an SP for a single OSCE case was used as a test bed for 
exploring relevant features of successful exams. During this case, the students should have performed three physical 
exams: 1) mouth exam, 2) ear exam, and 3) nose exam. These examinations were each scored by two trained, non-
faculty standardized patient evaluators (SPE) using the audiovisual recordings—an experienced, non-faculty SPE 
adjudicated disagreements.  The percentage agreement between the described methods and the SPEs’ determination of 
exam occurrence as measured by percentage agreement varied from 26% to 83%.  The audio-only methods, which 
relied exclusively on the transcript for exam recognition, performed uniformly higher by this measure compared to both 
the image-only methods and the combined methods across differing model sizes.  The outperformance of the transcript-
only model was strongly linked to the presence of key phrases where the student-physician would “signpost” the 
progression of the physical exam for the standardized patient, either alerting when they were about to begin an 
examination or giving the patient instructions.  Multimodal models offer tremendous opportunity for improving the 
workflow of the physical examinations’ evaluation, for example by saving time and guiding focus for better assessment. 
While these models offer the promise of unlocking audiovisual data for downstream analysis with natural language 
processing methods, our findings reveal a gap between the off-the-shelf AI capabilities of many available models and 
the nuanced requirements of clinical practice, highlighting a need for further development and enhanced evaluation 
protocols in this area. We are actively pursuing a variety of approaches to realize this vision.   

 

Figure 1: System Illustration - Construction of the “Exam Story” 
 

 

Multi-Modal Physical Exam Querying

Yes. Okay, so actually first 
I'm just going to make sure 
I don't feel any swollen 
lymph
nodes in your neck if that's 
alright. Okay.

Okay. If you wouldn't mind, I'm 
going to look in your nose out, 
just lean back a little bit. And I 
am going place my hand right 
here.

You haven't had any 
problems with your ears 
at all? I will. Okay. I'm 
just going to take a quick 
look.
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Large Language Model
QUERY: 
Did the student examine the 
patient’s ears?

RESPONSE:
Yes, the student used an otoscope to examine the 
patient’s ear and told the patient ”You haven’t 
had any problems with your ears…I am just 
going to take a look”

• Student: The medical student is standing upright, 
leaning slightly forward towards…

• Patient: The patient is seated with their arms crossed 
over their chest…

• Hands: …a physical examination maneuver or to 
palpate the area.

• Tools: No tools observed

• Student: …leaning forward slightly towards the 
patient's head, focusing on the ear examination.

• Patient: patient is seated upright on the examination 
chair…

• Hands: The student's right hand is holding the 
otoscope…left hand steadying…

• Tools: The student is using an otoscope to examine the 
patient's ear.

• Student: …is bent at the waist and appears to be closely 
examining something on the patient

• Patient: The patient is seated on the examination 
table…

• Hands: …may be positioned in front of the patient or 
out of view due to the angle of the camera

• Tools: No tools observed
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*Note: cartoon illustration in place of actual video frame due to 
preprint policy, real example available upon request 
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1 Introduction 

An Objective Structured Clinical Examination 
(OSCE) is a critical component of Medical 
Education whereby the data gathering, clinical 
reasoning, physical examination, diagnostic and 
planning capabilities of medical students are 
assessed in a simulated outpatient clinical setting 
with standardized patient actors (SPs) playing the 
role of patients with a predetermined diagnosis, or 
case. After soliciting a chief complaint from the 
patient, a student should collect information about 
the simulated patient’s present illness and their 
medical, family, and social histories, perform 
pertinent physical exams, and offer a diagnosis and 
an appropriate treatment plan.   

These examinations provide a rich set of 
performance data for these students, ensuring they 
are competent and well-trained before providing 
actual patient care. However, due to their 
unstructured nature, these examinations are 
difficult to grade. Currently, most administrators of 
these exams rely on highly specialized, 
experienced teams to manually assess each 
student’s performance, which requires significant 
time and effort. 

One of the most time-intensive elements of this 
assessment is determining whether students 
performed all of the relevant physical examinations 
for the case during their exercise and the degree to 
which each of these examinations was correctly 
performed. This work explores a proposed method 
to interrogate videos with the question, “Did a 
student perform an exam?” using only the 
audiovisual recording of a student’s exercise.   

We frame the problem as a zero-shot, 
multimodal question-answering task against the 
unstructured data stream to elicit salient features 
for answering this question, a precursor to 
addressing the broader assessment problem. A 
system of large multimodal models (LMM) and an 
automatic speech recognition (ASR) model 
transform the visual and audio information into 
text, respectively.  Subsequently, the proposed 
technique relies on a large language model (LLM) 
to query the extracted text information and 
generate an answer with supporting evidence, 
depicted in Figure 1 as an abstractive question-
answering task. 

2 Prior Work – Simulation Assessment 

Given the resources required for grading these 
assessments, there have been several efforts to 
evaluate automating aspects of OSCE 
administration (Salt et al., 2019). To date, most 
success has been found in developing systems that 
grade post-encounter notes, the free-text responses 
that students write after the simulated encounter. 
Recent attempts have focused on using supervised 
learning (Sarker et al., 2019; Yim et al., 2019) that 
utilize previously scored triples of student 
responses, rubrics, and scoring data to train binary 
classifiers or semi-supervised approaches that use 
clinical entity recognition pipelines and curated 
acceptable answer lists to test for the presence of 
key phrases (Bond et al., 2023). 

Concerning transcripts of simulated exams, 
Mistica (2008) explored the use of discourse 
analytics features in the automated scoring of two 
selected cases. Fareez (2022) published a 
collection of simulated patient encounter 
transcripts for respiratory cases to facilitate ASR 
methods specific to this domain. 

Comparatively, less work has been done on 
analyzing audiovisual recordings of simulated 
patient exams. Vedovato et al. (2024) proposed a 
supervised learning approach for detecting the 
performance of ear exams from video frames, 
while Meinich-Bache (2020) demonstrated the 
development of an object detection system in the 
setting of neonatal resuscitation simulations that 
could support downstream assessment and 
analysis. 

3 Experimental Setup 

3.1 Dataset 

A collection of 191 audiovisual recordings of 
medical student encounters with an SP for a single 
OSCE case was used as a test bed for exploring 
relevant features of successful exams. We reserved 
four of the recordings for code and prompt 
development (the “development set”), leaving the 
remaining 187 as an evaluation set (the “test” set). 

During this case, the students should have 
performed three physical exams: 1) mouth exam, 
2) ear exam, and 3) nose exam. These examinations 
were each scored by two trained, non-faculty 
standardized patient evaluators (SPE) using the 
audiovisual recordings—an experienced, non-
faculty SPE adjudicated disagreements. Within our 
dataset, students appropriately performed the 
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mouth, ear, and nose exams 94%, 75%, and 
81% of the time, respectively. For each of the 
15-minute recordings, the beginning and 
ending timestamps of the physical exam 
portion were manually identified and validated. 
All the analyses described below were 
confined to the portion of each recording 
between these timestamps. 

3.2 Key Frame Selection 

From the visual recordings, a sample of key frames 
was selected from each video for further analysis 
with multimodal models. Using a combination of a 
Detectron2 (Wu et al., 2019) model fine-tuned on 
hand detection and a pre-trained Detectron2 model 
for extracting human poses; several metrics were 
extracted for each frame at five frames per second, 
such as various distances between the two 
participants’ body parts (face, neck, hands, etc.).  

These frame-level metrics were then clustered 
using a temporal k-means clustering method, 
ensuring that video segments were close in feature 
space and temporally.  The key frames were 
selected by choosing the frame corresponding to 
the median distance values from the cluster with 
the shortest ear-to-hand distance.  More details on 
this pipeline can be found in the Appendix. 

3.3 Transcription 

The audio tracks of the recordings were 
transcribed using OpenAI’s Whisper-large-v3 
(Radford et al., 2023), an ASR model. The 
transcription pipeline was implemented using 
HuggingFace’s transformers library (Wolf et al., 
2020). FlashAttention-2 (Dao et al., 2022) and a 
batch size of 16 were utilized to accelerate the ASR 
inference. The timestamped utterances within the 
previously identified physical exam window of the 
exercise were used without any further human 
annotation or correction. 

4 Methodology 

To explore zero-shot comprehension of audiovisual 
recordings through natural language processing, 
our approach converts video content into textual 
representations, encompassing the transcripts of 
the audio component and structured descriptions of 
selected video frames. These representations, 
referred to as “exam stories,” are then used as 
context for an abstractive question-answering 
problem. This method relies on the capabilities of 

LLMs to respond to complex queries over extended 
contexts. This system is illustrated in Figure 1. 

4.1 Image Frame Descriptions 

For the generation of image frame descriptions, we 
employed the LLaVA family (Liu et al., 2023) of 
large multimodal models alongside GPT-4 with 
Vision (OpenAI et al., 2023). These models were 
used to extract structured fields covering the 
essential elements of each frame, such as the 
postures of the student and patient, the student’s 
hand movements, and the presence of any detected 
tools to be analyzed by downstream natural 
language processing algorithms.  The prompts used 
and an example frame description are included in 
the Appendix. 

4.2 Assessment as Multimodal Question 

Our methodology implements evaluation as a 
multimodal question-answering task in assessing 
student physical exam performances.  We explore 
using three different constructions of contexts, or 
“exam stories,” namely image-based, transcript-
based, and combined (integrating both image 
descriptions and transcripts). This stratified 
approach allows for a comparative analysis of the 
relative effectiveness of visual and audio features 
in supporting multimodal action recognition as a 
textual task.  

Table 1: Percentage agreement with SPEs 

Model Family Image Audio Combined 

LLaVA/Mistral 7B 25.5% 75.2% 35.7% 
LLaVA/Vicuna 13B 36.5% 80.2% 65.8% 
LLaVA/NS Yi 34B 52.4% 78.8% 76.3% 
GPT 4 w/ Vision 34.6% 82.7% 80.2% 
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Each construction of the exam story is analyzed 
through structured prompts that elicit binary 
responses (“yes” or “no”), extractive supporting 
evidence, and the justification of the grading 
decision. This response structure aids in the post-
hoc critique of the assessment determination. 
Provided in the Appendix are example exam stories 
and model responses, illustrating the application of 
our multimodal assessment framework to the 
grading of student video recordings. 

To aid in comparability, the video frame 
descriptions of each LMM were paired for the final 
question-answering step with its corresponding 
LLM backbone (e.g., LLaVA-1.6 Mistral 7B frame 
descriptions were provided to the Mistral 7B 
Instruct for question-answering; LLaVA-1.6 
Vicuna 13B to Vicuna 13B; LLaVA-1.6 Nous 
Hermes Yi 34B to Nous Hermes Yi 34B; GPT 4 
with Vision to GPT 4 Turbo). 

5 Results 

As shown in Table 1, the agreement between the 
described methods and the SPEs’ determination of 
exam occurrence as measured by percentage 
agreement varied from 26% to 83%.  The audio-
only methods, which relied exclusively on the 
transcript for exam recognition, performed 
uniformly higher by this measure compared to both 
the image-only methods and the combined 
methods across differing model sizes. 

Figure 2 depicts a breakdown by exam type of 
the SPE agreement as measured by Cohen’s Kappa. 
Most model configurations had the highest 
agreement on the assessment of the ear exam and 
the lowest on the nose exam.   

Notably, the combined input models 
outperformed the transcript-only versions in 
specific settings, such as for the LLaVA/Vicuna 
13B nose exam and LLaVA/Nous Hermes Yi 34B 
ear and nose exams. 

6 Discussion 

6.1 Modality Reliance 

To understand the relative outperformance of the 
transcript-only configurations, the reliance on 
different evidence modalities was analyzed for the 
models with combined inputs.  In the prompts of 
the combined input configurations, two fields, 
“visual evidence” and “audio evidence,” were 
solicited in the response, prompting the models to 
extract any modality-specific evidence supporting 
the occurrence of the queried activity; otherwise, 
the LLM was to report “no visual/audio evidence.”  
This permitted a high-level analysis to measure 
how often the model responded in the affirmative 
for exam occurrence when 1) both input streams 
contained supporting evidence, 2) only the audio 
stream had supporting evidence, or 3) only the 
vision stream supported the exam occurring.   

All models predicted the occurrence of an exam 
nearly every time evidence from both modalities 
was extracted.  However, the GPT 4 with Vision 
model was the only one to frequently predict an 
exam occurrence when only one modality offered 
supporting evidence (audio or image only).  The 
other models infrequently predicted an exam 
occurrence when only the audio stream offered 
evidence. 

Figure 2: Cohen's Kappa and 95% confidence intervals by exam type for each model/modality combination. 
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6.2 Image Description Errors 

A review of the image-only model outputs revealed 
systemic shortcomings in the ability of the LMMs 
to correctly identify the presence of tools, location 
of hands, or the correct location of tool placement.  
All models rarely identified the tools used in the 
nose exam which partially explains the lower SPE 
agreement for this exam.  In other instances, while 
the primary tool may have been correctly 
identified, its usage was attributed to the incorrect 
exam or action. These errors most likely arise from 
the over-to-shoulder perspective of the videos, and 
the limited amount of clinical data in the training 
datasets. OpenAI (2023) cautions explicitly against 
using its model in the medical domain and with 
bird’s-eye view camera angles.  A detailed 
breakdown of the image frame description errors 
can be found in the Appendix. 

6.3 Student-Physician Signaling 

The outperformance of the transcript-only model 
was strongly linked to the presence of key phrases 
where the student-physician would “signpost” the 
progression of the physical exam for the 
standardized patient, either alerting when they 
were about to begin an examination or giving the 
patient instructions. SPEs awarded students credit 
for the corresponding exam every time one of the 
following phrases could be detected in the 
transcript: “Open your mouth…” for mouth exams; 
“…take a look at your ear.” for ear exams; and “…. 
take a look in your nose.” for nose exams. 

While these signposts were highly correlated 
with SPE grading, the phrases themselves provide 
no further information about how well the student 
performed the physical exam, if at all. As such, the 
simple measure of SPE agreement alone is 
insufficient evidence that a system achieves the 
desired assessment performance goals in this 
setting. 

7 Conclusion 

This study explores the potential of automating 
OSCE grading through a zero-shot multimodal 
question-answering framework. Despite the 
promising correlations with human expert 
evaluations in specific contexts, this research 
highlights a significant limitation of general 
purpose LMMs: their inadequacy in accurately 
interpreting over-the-shoulder videos within 
clinical settings. This challenge is emblematic of 
the broader difficulty in automating nuanced tasks 
such as medical assessments, where the subtlety of 
clinical activities remains outside the domain of the 
examined models without adaptation. 

Our findings underscore the necessity for further 
development and refinement of LMMs, 
specifically tailored to the clinical domain to 
overcome these obstacles and the development of 
more robust protocols for system evaluation. The 
study's insights into the differential effectiveness of 
audio versus combined modality inputs offer a 
valuable starting point for such advancements and 
highlight the dangers of high-correlation features 
such as signposting that on their own do not 
evidence the successful performance of an exam. 

Limitations 
The dataset used for this study was confined to the 
recordings of a single site administration of OSCEs 
for medical students over one semester for one 
case.  These recordings were collected from a 
limited number of rooms and camera 
configurations over seven non-consecutive days. 
The limited size of the dataset may also limit the 
generalizability of the findings as well as the 
limited number of physical exam types evaluated; 
however, exams performed and assessed mirrored 
the national consensus of physical exam standards 
by the National Board of Medical Examiners’ 
United States Medical Licensing Examination 
(USMLE) (United States Medical Licensing 
Examination, n.d.). 

The assessment process evaluated here is a 
collection of specific prompts with structured 
outputs; the performance of such a system is 
expected to be sensitive to different prompting 
strategies, especially those with more 
straightforward or complex structured responses.  
Furthermore, the complexity of the current 
structured responses resulted in numerous parsing 
failures; the evaluations here do not contemplate 

Figure 3: Exam Detection Rates for Combined 
Models by Evidence Type 
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possible improvements due to retrying generations 
with parsing errors.  The unsupervised key frame 
selection method may not always select the best 
individual frames within a longer video. This may 
have contributed to some disagreements with SPEs 
irrespective of the underlying LMMs employed.   

Only four LMMs from two different model 
families were evaluated which may have low 
correlation with LMMs of other families.  
Additionally, all evaluations were done in a zero-
shot fashion which provides no supporting data for 
how model behavior may change with in-context 
learning or fine-tuning.  The exam story inputs to 
the LLMs often exceeded 4,000 tokens, 
necessitating the use of more extended context 
models or RoPE scaling; differences in model 
adaptation to extended contexts may have 
contributed to observed differences in model 
performance. 

The primary evaluation method was measuring 
agreement with SPEs which limits any inferences 
as to the quality of the exam performance or the 
accuracy of the model scoring rationales.  While an 
item-level error assessment was performed on the 
image-only models, showing a fundamental 
weakness with tool identification, these error mixes 
may not necessarily translate across the other 
modalities or exam types.  While up to three non-
faculty SPEs graded each of these exams, no 
comparisons were made between model 
predictions and physician assessments of exam 
performance. 
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LLM-as-a-judge with MT-Bench and Chatbot 
Arena. 

 

A Preprocessing Algorithms 

Doctor Patient Body Separation. During our 
OSCE set-up, patients were already present in the 
examination room when doctors entered. To 

distinguish between the two, we assigned the first 
human data to the patient’s body and labeled the 
new human body that would appear later in the 
video as the doctor’s body. On the assumption that 
there could only be a maximum of two humans in 
the frame, each new human body information 
obtained from later frames was matched to either 
the patient’s or doctor’s body according to the dot 
product of minimum distance for each body part. 
Key Frame Selection. We analyzed the physical 
exam at a higher sampling rate of five frames per 
second to study the dynamics of the doctor’s hands 
during the examination. We used a pre-trained 
Detectron2 model to detect human poses and fine-
tuned Detectron2 models to detect hands and tools 
within each frame. The first frame of the doctor and 
patient was obtained from the previous one-frame-
per-second run on the entire video. After that, we 
differentiated the human body data of the patient 
and the doctor using the same algorithm used for 
doctor-patient body separation. 

We measured the distance of the closest 
midpoint of the doctor’s hand to the patient’s nose, 
ears, and neck (midpoint of the shoulders) 
throughout the physical exam. We used k-means 
clustering to group the data into three clusters and 
identified the cluster with the shortest mean 
distance between the patient’s ear and the hand. We 
then marked the timepoint corresponding to the 
median of the cluster’s ear-to-hand distance as a 
representative frame of that cluster. 
Cropping. Once we selected the frames for each 
video, we used the Detectron2 model to identify the 
minimum bounding box that encloses the doctor’s 
and patient’s actions in the frame. We then resized 
this box to 672 × 672 pixels, which served as the 
input for the vision models. Since the otoscope 
exam is performed near the patient’s head, if the 
combined bounding box exceeded 672 pixels in 
height, we removed the bottom portion of the box. 
If the image dimensions were smaller than 672 
pixels in either height or width, we increased the 
size of the image by its center bidirectionally, as 
much as possible. After resizing, we save the 
images in JPEG format under each video file. 

B Text Generation Specifications 

Here we briefly describe the language models and 
inference setup used to conduct our experiments. 
  
LMMs – Image Descriptions 
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• LLaVA 1.6 7B, 13B, and 34B (Liu et al., 
2023) are a family of large multimodal 
models that integrate a vision encoder 
with a large language model to address 
visual understanding tasks.  We adapted 
the model inference code published by 
(Liu et al., 2023) to perform inference 
with bloat16 precision, FlashAttention-2 
(Dao et al., 2022), and beam search 
decoding with a beamwidth of 5. The 
models were served using a single 
compute node with 4 H100 GPUs and 
tensor parallelism across all available 
GPUs. All other parameters and decoding 
hyperparameters were left as published.   

• GPT 4 Turbo with Vision (OpenAI et al., 
2023) is a large multimodal model 
developed by OpenAI that can respond to 
queries over textual and visual inputs.  We 
queried the hosted “vision-preview” 
model version in Microsoft Azure’s US 
West region with all content filters 
disabled. Model inference requests were 
made via the chat completion API using 
the “2024-02-15-preview” API version 
with a seed of 42 and temperature of 0 to 
limit, but not prevent, stochasticity of 
responses.  These settings were also used 
when prompting for the Exam Story 
Question Answering. All images were 
passed using the “high” detail setting as a 
JPEG encoded as a base 64 string. 

LLMs – Exam Story Question Answering 

• Mistral 7B Instruct v0.2 (Jiang et al., 
2023) is an instruction fine-tuned open 
weights model from Mistral AI. We used 
the vLLM (Kwon et al., 2023) inference 
engine to serve the model with float16 
precision and a default context window of 
8,192 tokens. The model was served on a 
V100 GPU with 32GB of VRAM.  

• Vicuna-13B-16k v1.5 (Chiang et al., 
2023) is an instruction fine-tuned model 
based on the Llama 2 architecture with 
linear RoPE scaling to extend the context 
window to 16 thousand tokens. We 
utilized the FastChat (Zheng et al., 2023) 
platform to serve the model on 2 V100 
GPUs. 

• Nous Hermes Yi 34B (Nous Research, 
2023) is an instruction fine-tuned version 
of Yi 34B (AI et al., 2024) open weights 
model. We used linear RoPE scaling to 
extend the maximum context window 
from of this model from 4,096 tokens to 
8,192 tokens. The model was served in 
float16 precision using a vLLM server on 
a single node with 4 V100 GPUs. 

For each of these models, we used a generation 
configuration that used a greedy decoding 
strategy.  

 All responses that failed JSON parsing with the 
specified key values were treated as negative 
responses.  We found that response parsing 
failures occurred with the following frequencies:  

Table 2: Response parsing failure rates for each 
input modality and model 

Model 
Audio 
Only 

Image 
Only 

Comb
ined 

Mistral-7B Instruct 0.2 2.58% 0.48% 0.79% 
Vicuna-13b-v1.5 16k 2.74% 0.00% 2.22% 
Nous-Hermes-2 Yi-34B 1.13% 0.16% 4.44% 
GPT 4 with Vision 0.00% 0.00% 0.00% 
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C Prompts  

1. Image Frame Description Prompt: 
 

<SYSTEM> 
You are helpful teaching assistant at a medical school who is helping to assist in 
the grading of objective structured clinical examinations.  You will be provided 
with frames from a video recording of a medical student interacting with a 
standardized patient (actor) in an exam room.  Your task will be to help describe 
what is within the frame and provide specific details. 
<USER> 
{image_data} 
 
TASKS: 
1. Describe what can be seen within the video frame and remark on the general 
quality of view the participants and the action. 
2. Grade the quality of the camera angle from (A) excellent to (C) poor; (C) the 
participants faces and hands are not clearly visible, (B) the participants faces and 
hands are mostly visible, (A) the participants faces and hands are clearly visible. 
3. Medical Student's Posture: Describe the student's position and posture relative 
to the patient 
4. Instruments or Tools: Describe any tools or instruments that the student is 
using.  If none, say "No tools observed"; Students may be expected to use any of the 
following: penlight, otoscope, ophthalmoscope, nasal speculum, or tongue depressor 
5. Patient's Posture: Describe the patient's position and posture relative to the 
student and the room 
6. Medical Student's Hand Movements: Describe any hand movements that the student is 
using within the frame, specifically if they are interacting with the patient.  If 
nothing notable, say "No notable hand movements" 
 
RESPONSE FORMAT: 
Please provide a response in the following format as a JSON object with the 
"description", "student_posture", "tools", "patient_posture", and "hand_movements" 
keys. 
 
{{ 
    "description": "general description of the video frame and quality", 
    "camera_angle": "A" | "B" | "C", 
    "student_posture": "describe the student's posture and position within the 
room", 
    "tools":  "describe any tools that are visible and being used within the frame 
by the student" 
    "patient_posture": "describe patient's posture and position within the room", 
    "hand_movements": "describe any hand movements that the student is using within 
the frame" 
}} 
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2. Transcript-Only Physical Exam Assessment Prompt 
 

<SYSTEM> 
You are helpful teaching assistant at a medical school who is helping to assist in 
the grading of objective structured clinical examinations.  You will be provided 
with summary descriptions of frames from a video recording of a medical student 
interacting with a standardized patient (actor) in an exam room.  Your task will be 
to help ascertain which exams were performed. 
 
<USER> 
## EXAM STORY: 
{exam_story} 
 
## QUESTION: 
During the exam described above with audio transcripts, is the physician performing 
an exam of the patient's {exam_type}, yes or no?  If so, describe what in the audio 
transcripts supports this answer in the fields below.  If no audio transcript 
support, say "no audio evidence supports performance of exam"". 
 
## RESPONSE FORMAT: 
Please ONLY provide a response in the following format as a JSON object with the 
"audio_evidence", "rationale" and "answer" keys and values as described. 
{{ 
    "audio_evidence": <summary of transcription evidence supporting presence or 
absence of exam>, 
    "rationale": <summary of rationale supporting final determination of whether the 
exam was performed>, 
    "answer": "yes" | "no" 
}} 
 

3. Image-Only Physical Exam Assessment Prompt 
 

<SYSTEM> 
You are helpful teaching assistant at a medical school who is helping to assist in 
the grading of objective structured clinical examinations.  You will be provided 
with summary descriptions of frames from a video recording of a medical student 
interacting with a standardized patient (actor) in an exam room.  Your task will be 
to help ascertain which exams were performed. 
 
<USER> 
## EXAM STORY: 
{exam_story} 
 
## QUESTION: 
During the exam described above with visual descriptions, is the physician 
performing an exam of the patient's {exam_type}, yes or no?  If so, describe what in 
the visual descriptions supports this answer in the fields below.  If no, visual 
descriptions support, say "no visual evidence supports performance of exam"". 
 
## RESPONSE FORMAT: 
Please ONLY provide a response in the following format as a JSON object with the 
"rationale" and "answer" keys and values as described. 
{{ 
    "visual_evidence": <summary of visual description evidence supporting presence 
or absence of exam>, 
    "rationale": <summary of rationale supporting final determination of whether the 
exam was performed>, 
    "answer": "yes" | "no" 
}} 
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4. Combined Input Physical Exam Assessment Prompt 

 
<SYSTEM> 
You are helpful teaching assistant at a medical school who is helping to assist in 
the grading of objective structured clinical examinations.  You will be provided 
with summary descriptions of frames from a video recording of a medical student 
interacting with a standardized patient (actor) in an exam room.  Your task will be 
to help ascertain which exams were performed. 
 
<USER> 
## EXAM STORY: 
{exam_story} 
 
## QUESTION: 
During the exam described above, both with visual and audio descriptions, is the 
physician performing an exam of the patient's {exam_type}, yes or no?  If so, 
describe what in the visual descriptions or audio transcripts supports this answer 
in the fields below.  If no, visual descriptions support, say "no visual evidence 
supports performance of exam"; if no audio transcripts support, say "no audio 
evidence supports performance of exam". 
 
## RESPONSE FORMAT: 
Please provide a response in the following format as a JSON object with the 
"rationale" and "answer" keys and values as described. 
{{ 
    "visual_evidence": <summary of visual description evidence supporting presence 
or absence of exam>, 
    "audio_evidence": <summary of transcription evidence supporting presence or 
absence of exam>, 
    "rationale": <summary of rationale supporting final determination of whether the 
exam was performed>, 
    "answer": "yes" | "no" 
}} 
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D Multimodal Input Formatting Example 

For the “Audio Only” exam story, each utterance is 
prefaced with its timestamp and concatenated in 
ascending timestamp order.  For the “Visual Only”, 
each frame is prefaced with its timestamp followed 
by the extracted “student_posture”, 
“patient_posture”, “hand_movements”, and 
“tools” fields from the image descriptions and each 
frame description is concatenated in ascending 
timestamp order.  For the “Combined” exam story, 
the relevant items are interleaved into one “story,” 
in ascending timestamp order, as illustrated in 
Figure 4 using the frame descriptions from LLaVA-
1.6 34B. 

  

Figure 4: Example exam story excerpts 
 

 

### AUDIO 688.2s
"and I'm just going take a look in your ears to start off, 
okay?"

### AUDIO 693.1s
"And your ears look pretty clear, honestly."

…

…

Audio Only
…

…

Visual Only

### FRAME 692.6s
- Student: The student is standing, leaning forward 
towards the patient, with their head turned to the right 
side of the patient's head, appearing to be in the 
process of examining the patient's ear.
- Patient: The patient is seated on the exam table, 
slightly leaning forward, with their head tilted to the 
left to allow the student to examine their right ear.
- Hand: The student's right hand is holding the 
otoscope and is positioned near the patient's ear. The 
left hand is not visible in the frame.
- Instruments: The student is using an otoscope, 
which is a medical device used to look into the ears.

Combined Inputs

### FRAME 692.6s
- Student: The student is standing, leaning forward 
towards the patient, with their head turned to the right 
side of the patient's head, appearing to be in the 
process of examining the patient's ear.
- Patient: The patient is seated on the exam table, 
slightly leaning forward, with their head tilted to the 
left to allow the student to examine their right ear.
- Hand: The student's right hand is holding the 
otoscope and is positioned near the patient's ear. The 
left hand is not visible in the frame.
- Instruments: The student is using an otoscope, 
which is a medical device used to look into the ears.

### AUDIO 693.1s
"And your ears look pretty clear, honestly."

…
### AUDIO 688.2s
"and I'm just going take a look in your ears to start off, 
okay?"

…
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E Example Responses 

 
  

 
Figure 6: Example Output for Image Frame Description Prompt from GPT 4 with Vision 

 

GPT 4 
with 

Vision

{
"description": "The video frame shows a medical student in a 

white coat standing to the right of a patient who is seated 
on an examination table. The student appears to be 
performing an examination on the patient's ear using an 
otoscope. The room is well-lit and the action is centered 
in the frame, providing a clear view of the student's 
actions and the patient's posture.", 

"camera_angle": "A", 
"student_posture": "The student is leaning forward slightly, 

focusing intently on the procedure being performed. The 
student's body is turned towards the patient, indicating 
active engagement in the examination process.", 

"tools": "The student is using an otoscope, which is inserted into 
the patient's ear.", 

"patient_posture": "The patient is seated upright on the 
examination table, with hands clasped together and 
resting on the lap. The patient's head is slightly tilted 
away from the student to allow access to the ear being 
examined.", 

"hand_movements": "The student's right hand is holding the 
otoscope and is inserted into the patient's ear, while the 
left hand appears to be gently supporting the patient's 
head or manipulating the ear for better access.”

}

Input: Image + Description Prompt Output: JSON Response

*Note: cartoon illustration in place of actual video frame due to 
preprint policy, real example available upon request 

Figure 5: Sample Model Responses for Yi 34B for Mouth Exam 

 

Image Only

{
"visual_evidence": "The medical student is using a tongue depressor to examine the

patient's mouth.",
”rationale": "The medical student's hands are holding the tongue depressor and guiding it

into the patient's mouth, which indicates that they are performing an exam of the
patient's mouth.",

"answer": "yes”
}

{
"visual_evidence": "In frame 431.0s, the medical student is standing to the right of the patient, leaning slightly forward, and appears focused on the examination. The patient is seated on an exam

table, with their head tilted back slightly to facilitate the examination. The student's right hand is holding the tongue depressor, while their left hand is resting on the patient's shoulder for
support. Instruments: The student is using a tongue depressor to examine the patient's mouth.",

"audio_evidence": "In audio 427.0s, the medical student says, 'So, you want to say, ah.' In audio 429.0s, the patient says, 'Ah.' In audio 430.0s, the medical student says, 'Okay.' In audio 431.0s, the
medical student says, 'Now you're trying to see, ahh.' In audio 433.0s, the patient says, 'Ahh.' In audio 434.0s, the medical student says, 'Perfect.' In audio 435.0s, the medical student says,
'Great.' In audio 436.0s, the medical student says, 'Just going look in your ears.’”,

"rationale": "The visual evidence shows the medical student using a tongue depressor to examine the patient's mouth, and the audio evidence includes the medical student instructing the patient to
say 'ah' and the patient responding accordingly.",

"answer": "yes”
}

{
"audio_evidence": "Take a turn around and say ah.",
"rationale": "The physician asks the patient to turn around and say 'ah', which is a

common instruction for examining the mouth.",
"answer": "yes”

}

Image Only Exam Story Response Audio Only Exam Story Response

Combined Exam Story Response

LLaVa-1.6 Nous Hermes Yi 34B/Nous Hermes Yi 34B Model responses for “mouth” exam query for sample video
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F Image-Only Model Disagreement Mix 

 
Table 3: SPE Disagreement Mix for Image-Only Model by Exam by Error Category 

Mouth Exam – Error Category 
LLaVA 

7B 
LLaVA 

13B 
LLaVA 

34B 
GPT 4 w/ 

Vision 
No tools, hands, or action detected 73% 79% 51% 82% 
No tool and either no hands or no action 15% 19% 46% 11% 
Tool or hands, but incorrect placement 10% 2% 3% 5% 
Incorrect exam attributed 1% 0% 0% 1% 
Incorrect tool detected 0% 0% 0% 1% 
          

Ear Exam – Error Category 
LLaVA 

7B 
LLaVA 

13B 
LLaVA 

34B 
GPT 4 w/ 

Vision 
No tools, hands, or action detected 79% 74% 26% 19% 
No tool and either no hands or no action 16% 14% 33% 14% 
Tool or hands, but no action detected 4% 5% 7% 9% 
Incorrect exam attributed 1% 0% 0% 0% 
Correct tool attributed to incorrect exam 0% 5% 30% 51% 
Incorrect tool detected 0% 1% 5% 7% 
          

Nose Exam – Error Category 
LLaVA 

7B 
LLaVA 

13B 
LLaVA 

34B 
GPT 4 w/ 

Vision 
No tools, hands, or action detected 81% 81% 49% 83% 
No tool and either no hands or no action 6% 13% 49% 9% 
Tool or hands, but incorrect placement 12% 5% 1% 8% 
Incorrect exam attributed 1% 1% 1% 0% 
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