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Abstract

Background: The integration of large language models (LLMs) such
as GPT-4 into healthcare presents potential benefits and challenges. While
LLMs have shown promise in applications ranging from scientific writing to
personalized medicine, their practical utility and safety in clinical settings
remain under scrutiny. Concerns about accuracy, ethical considerations and
bias necessitate rigorous evaluation of these technologies against established
medical standards.

Objective: To compare the completeness, necessity, dosage accuracy
and overall safety of type 2 diabetes management plans created by GPT-4
with those devised by medical experts.

Methods: This study involved a comparative analysis using anonymized
patient records from a healthcare setting in West Bengal, India. Manage-
ment plans for 50 Type 2 diabetes patients were generated by GPT-4 and
three blinded medical experts. These plans were evaluated against a ref-
erence management plan based on American Diabetes Society guidelines.
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Completeness, necessity and dosage accuracy were quantified and an error
score was devised to assess the quality of the generated management plans.
The safety of the management plans generated by GPT-4 was also assessed.

Results: Results indicated that medical experts’ management plans
had fewer missing medications compared to those generated by GPT-4
(p=0.008). However, GPT-4 generated management plans included fewer
unnecessary medications (p=0.003). No significant difference was observed
in the accuracy of drug dosages (p=0.975). The overall error scores were
comparable between human experts and GPT-4 (p=0.301). Safety issues
were noted in 16% of the plans generated by GPT-4, highlighting potential
risks associated with AI-generated management plans.

Conclusion: The study demonstrates that while GPT-4 can effectively
reduce unnecessary drug prescriptions, it does not yet match the perfor-
mance of medical experts in terms of plan completeness and safety. The
findings support the use of LLMs as supplementary tools in healthcare,
underscoring the need for enhanced algorithms and continuous human over-
sight to ensure the efficacy and safety of AI applications in clinical settings.
Further research is necessary to improve the integration of LLMs into com-
plex healthcare environments.

Introduction

As the frontier of artificial intelligence (AI) continues to advance, the integration
of large language models (LLMs) such as GPT-4 into healthcare settings presents
both promising opportunities and significant challenges. The potential of LLMs
to enhance healthcare education, research and practice is noteworthy, with ap-
plications ranging from improving scientific writing to assisting in complex data
analysis and personalized medicine. However, the deployment of these technologies
in clinical environments must be approached with caution due to concerns about
accuracy, ethical considerations and the potential for bias.[1]

LLMs like GPT-4[2] have shown significant potential in a range of healthcare
applications, from generating patient management plans to assisting with medi-
cal documentation. Despite their capabilities, the accuracy and utility of these
models in practical, clinical settings require thorough evaluation and benchmark-
ing against established medical standards. Studies have noted that while LLMs
perform well in tasks like answering medical exam questions, their application in
direct patient care and other complex medical scenarios remains underexplored
and often lacks integration with real patient data.[3]
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Moreover, the evaluation of these models in healthcare has often focused nar-
rowly on specific tasks, such as NLP tasks related to summarization and conver-
sation, without a broad application across various medical specialties. This has
limited the understanding of their broader potential and areas where they may not
perform as expected. To truly harness the capabilities of LLMs like GPT-4, com-
prehensive assessments using real-world data and across diverse healthcare tasks
are essential.[1]

The advanced capabilities of LLMs may extend beyond routine natural language
processing to include complex clinical interactions and decision-making processes.
It is necessary to carry out more accurate assessment of LLMs’ functionality in
real-world clinical scenarios.[4]

Recent studies highlight the escalating global diabetes burden, advocating for
innovative management strategies like the application of large language models
(LLMs), including GPT-4. These models offer promising advances in diabetes care
by potentially enhancing guideline adherence and providing personalized, evidence-
based treatment recommendations. Research involving a comparative analysis of
hypothetical diabetes cases assessed by GPT-4 against expert evaluations indicates
a high concordance, suggesting LLMs’ capability to support healthcare profession-
als in diabetes management. However, discrepancies in complex clinical judgments
call for further refinement of AI technologies.[5]

This study aims to fill these gaps by directly comparing the management plans
created by GPT-4 with those devised by medical experts, focusing on Type 2 dia-
betes—a prevalent and complex medical condition. The comparison will consider
several dimensions of evaluation, including the accuracy, comprehensiveness and
practical usability of the management plans, providing a clearer picture of where
LLMs stand in terms of replacing or augmenting traditional healthcare processes.

By addressing these critical points, the article will contribute valuable insights
into the current capabilities and future potential of LLMs in healthcare, informing
both technological developers and healthcare professionals about the strengths and
limitations of these advanced AI tools in managing chronic diseases like Type 2
diabetes.

Methodology

This comparative study evaluated the performance of GPT-4, against manage-
ment plans created by medical experts for Type 2 diabetes. The study was de-
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signed to compare key metrics in three domains including completeness, necessity
and accuracy.

The study involved anonymized patient records of type 2 diabetes mellitus pa-
tients from a healthcare database from the private practice of the second author in
West Bengal, India. These records include comprehensive patient data including
case summaries, laboratory reports and medication history.

Management plans for each of the selected patient records were generated through
both GPT-4 and the medical experts. Three medical experts created the manage-
ment plans independently who were blinded to the responses generated by each
other. The application programming interface (API) of GPT-4 was used for gen-
erating the management plans.

A reference management plan was carefully developed in collaboration by the
first two authors using the American Diabetes Society (ADA) guidelines.[6] The
management plans generated by the medical experts and GPT-4 were evaluated
against this reference.

As there was no preexisting metric suitable for such a comparative study between
large language model and medical experts, we devised an error scoring for this
purpose as follows:

Error score =

Number of missing drugs in the management plan+

Number of unnecessary drugs included in the management plan+

Number of inaccurate doses among the correctly included drugs

Number of drugs patient was already on during evaluation + 1

The number of missing drugs, number of unnecessary drugs and the number
of inaccurate doses was determined based on the comparison with the reference
management plan.

Management plans generated by each medical expert as well as the one generated
by GPT-4 was evaluated separately against the reference by the third author who
did not participate in the preparation of the reference management plans. Each of
the 50 management plans were scored separately for each expert and GPT-4. The
error scores of the three medical experts were then averaged for each management
plan and the average error scores were used for comparison with the error scores
obtained by GPT-4.
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Figure 1: Flowchart showing the methodology

The methodology is shown as a flowchart in figure 1.

In addition, the management plans generated by GPT-4 were separately evalu-
ated for potential safety issues. However, it was not included in the comparison.

Statistical analysis conducted using R Software by R Foundation for Statisti-
cal Analysis. The primary analysis involved comparison of average error scores
obtained by the medical experts and those obtained by GPT-4. The error scores
were described with mean and standard deviation (SD). Wilcoxon rank sum test
was used for the comparison. The effect size was shown with a 95% confidence
interval (95% CI). A p value of less than 0.05 was considered significant.

The study protocol was reviewed and approved by Clinimed Independent Ethics
Committee, Kolkata with the reference number CLPL/CIEC/001/2024. All case
records were deanonymized prior to inclusion in the study and data handling pro-
cedures strictly followed ethical guidelines.
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Results

This study compared the management plans for 50 type 2 diabetes mellitus
patient records generated by medical experts and GPT-4 against a reference plan
in accordance with the ADA guidelines.

Completeness: the mean number of missing drugs in the management plan
generated by the medical experts was 1.15 (SD 0.8). In comparison, the mean
number of missing drugs in GPT-4 generated management plan was 1.76 (SD 1.2).
The difference between these two was significant (p=0.008).

Necessity: the mean number of unnecessary drugs in the management plan
created by the medical experts was 0.68 (SD 0.64) while it was 0.4 (SD 0.61) in the
management plan generated by GPT-4. The difference was significant (p=0.003).

Dose accuracy: The mean number of inaccurate dosages of correctly included
drugs was 0.74 (SD 0.58) in management plans generated by the medical experts
and 0.86 (SD 0.9). The difference was not significant (p=0.975).

Error score: The mean error score of the management plans formulated by
the medical experts was 0.41 (SD 0.23) while it was 0.46 (SD 0.25) for GPT-4.
A boxplot showing the comparison is shown in figure 2. There was no significant
difference between the medical experts and GPT-4 in this regard (p=0.301). The
difference in location was -0.05 (95% CI -0.14 to 0.05).

The findings of the study are shown in table 1.

Safety: there were safety issues in eight (16%) management plans generated by
GPT-4. Five of them were due to an elevated risk of hypoglycemia and three were
due to safety concerns with the drugs used. In one case GPT-4 did not withhold
SGLT2 inhibitor despite recurrent urinary tract infection. In another case GPT-
4 continued saxagliptin despite congestive heart failure. In another case GPT-4
increased dose of atorvastatin despite raised liver enzymes.

Referral: In the management plans generated by GPT-4, the referrals were
generally appropriate and comprehensive including referrals to ophthalmologists,
nephrologists and other specialties. In only one case (2%) GPT-4 missed to refer
the case to nephrologist despite deteriorating renal function.

6

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted May 22, 2024. ; https://doi.org/10.1101/2024.05.21.24307700doi: medRxiv preprint 

https://doi.org/10.1101/2024.05.21.24307700


Table 1: Comparison of Medical Experts and GPT-4
Medical Experts*† GPT-4† p-value Difference in

location
95% CI

Number of
missing drugs

1.15 ± 0.8 1.76 ± 1.2 0.008 -0.67 -1.0 to -0.33

Number of
unnecessary
drugs included

0.68 ± 0.64 0.4 ± 0.61 0.003 0.33 0 to 0.67

Number of
inaccurate
doses among
the correctly
included drugs

0.74 ± 0.58 0.86 ± 0.9 0.975 0 -0.33 to 0.33

Error score 0.41 ± 0.23 0.46 ± 0.25 0.301 -0.05 -0.14 to 0.05
* Averaged score of three medical experts
† Mean ± standard deviation

Figure 2: Boxplot comparing error scores of medical experts and GPT-4
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Discussion

The findings from this study reveal significant insights into the application of
LLMs, specifically GPT-4, in generating management plans for type 2 diabetes
mellitus compared to traditional plans formulated by medical experts. Our analysis
focused on four key aspects: completeness, necessity, dose accuracy and safety of
the management plans.

Our results indicate that management plans generated by medical experts were
more complete than those produced by GPT-4, with fewer missing drugs on av-
erage (1.15 vs. 1.76, p=0.008). This suggests that while GPT-4 can generate
management plans, it may occasionally omit necessary medications, potentially
affecting the overall effectiveness of the treatment. The higher standard deviation
in the GPT-4 group indicates a broader variability in the completeness of the AI-
generated plans. Enhancements in the training algorithms of AI systems could
potentially address these shortcomings, ensuring that all necessary medications
are consistently included in the plans.

Conversely, the necessity of the drugs included in the management plans shows
an interesting trend. GPT-4 tended to include fewer unnecessary medications
compared to medical experts (0.4 vs. 0.68, p=0.003). This indicates a poten-
tial strength of AI in identifying and adhering more strictly to the most relevant
treatment protocols, possibly by leveraging large datasets to determine the most
commonly effective medications without as much bias or variability as human pre-
scribers.

The accuracy of dosages for correctly included drugs did not differ significantly
between the groups (p=0.975). Both medical experts and GPT-4 showed similar
capabilities in dosing accuracy, suggesting that once a drug is identified as neces-
sary, AI systems are reasonably effective in prescribing appropriate dosages. This
finding supports the use of AI as a supportive tool in managing complex conditions
like diabetes, where dosage precision is critical.

The overall error scores between the two groups were also statistically insignif-
icant (p=0.301), further demonstrating the potential of AI in managing type 2
diabetes. The similarity in error scores suggests that GPT-4 can perform at a
level comparable to medical experts in terms of overall plan quality.

However, a significant concern highlighted by our study is the safety of AI-
generated plants. Safety issues were identified in 16% of the plans generated by
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GPT-4. These included risks of hypoglycemia and inappropriate continuation
of medications in the presence of contraindications like recurrent urinary tract
infection, congestive heart failure and raised liver enzymes. Such findings underline
the critical need for improved algorithms that can recognize and integrate complex
clinical scenarios and patient histories into their decision-making processes. It also
demonstrates the importance of human oversight in preventing safety concerns
associated with the use of AI in healthcare.

We observed high accuracy of GPT-4 in generating appropriate and compre-
hensive referrals which demonstrates its potential utility in supporting healthcare
professionals by streamlining patient management and facilitating timely specialist
consultations. However, the occasional oversight, such as the missed referral to a
nephrologist highlights the need for continued oversight and regular evaluation of
AI-generated recommendations.

Regarding implementation of technological innovations in healthcare, it has been
observed that technological interventions often perform comparably to traditional
methods in controlled settings but may vary in real-world applications.[7] To eval-
uate how well LLM would perform in real-world scenarios, we compared its per-
formance against that of medical experts using actual patient records.

Recent advancements in diabetes management have emphasized a more nuanced
approach, focusing not just on controlling blood sugar but also on preventing com-
plications and managing the disease’s broad systemic impacts.[8] To successfully
integrate LLMs into the complex field of therapy, it’s essential that these models
do more than just replicate the guideline-based recommendations of healthcare
professionals. They should also be capable of supporting complex decision-making
that is tailored to the specific contexts of individual patients.

Furthermore, despite extensive research and the implementation of various new
treatment protocols, including the increasing use of GLP-1 receptor agonists and
SGLT2 inhibitors due to their benefits beyond glycemic control, management of
Type 2 diabetes remains a complex challenge that requires a multifaceted ap-
proach.[8] This complexity might explain why automated systems like GPT-4,
though proficient within the scope of their training, do not yet surpass human
practitioners in terms of clinical decision-making and personalized patient care.

Moreover, the chronic care model and its emphasis on systematic, patient-
centered care highlight the importance of integrating community resources and
sustained lifestyle interventions, areas where human caregivers currently have a
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more significant impact compared to AI.[7] As such, while LLMs can support
healthcare providers by offering data-driven insights and freeing up time from ad-
ministrative tasks, the holistic management of chronic diseases like Type 2 diabetes
still benefits significantly from the personal touch and clinical acumen of human
practitioners.[9]

Overall, the study’s outcome emphasizes the potential of LLMs as support-
ive tools rather than replacements in healthcare, suggesting that further research
and development are needed to enhance their practical application in clinical set-
tings. Future studies should continue to explore how these technologies can be
best utilized to complement the evolving paradigms in diabetes care, particularly
in managing complex cases where lifestyle, medication and patient education are
interlinked.

This study, while insightful, carries several limitations that should be consid-
ered when interpreting the results and planning future research. The study was
based on a relatively small sample of 50 patient records. This limited sample size
might not capture the full spectrum of variability in type 2 diabetes management
across different populations or healthcare settings. The evaluation of management
plans against ADA guidelines was performed by human experts, which introduces
potential for subjective bias in interpreting the guidelines or the completeness and
necessity of medications. We tried to limit this bias by preparing a reference man-
agement plan beforehand and comparing the generated management plans against
it. Future studies might benefit from employing a standardized, automated scoring
system to reduce this potential bias. AI technologies, including LLMs, are rapidly
evolving. The findings from this study may not necessarily hold in the future as
newer versions or different AI systems could exhibit different levels of effectiveness
or safety in clinical practice.

Building on the findings and limitations of the current study, future research
should be directed towards several key areas to enhance the understanding and
application of AI in managing type 2 diabetes and other complex chronic condi-
tions. Future studies should aim to include a larger and more diverse cohort of
patient records from multiple healthcare settings worldwide. This would allow for
a broader evaluation of AI capabilities across varied demographic and clinical con-
texts, providing a more robust assessment of its generalizability and effectiveness.

Investigating the impact of different training data sets on AI performance is es-
sential as well. Studies should focus on training AI systems with data that include
a wide range of patient scenarios, including those with multiple comorbidities, to
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understand how AI handles complex clinical situations. Moreover, the impact of
real-time learning and adaptation in AI algorithms could be explored to see how
these systems evolve with ongoing use in clinical environments.

Implementing automated systems for evaluating AI-generated management plans
against clinical guidelines could reduce human bias and increase the reproducibil-
ity of results. Research should focus on developing and validating such automated
systems, which could also be used in real-time clinical decision support.

Longitudinal studies that track the outcomes of patients managed with the assis-
tance of AI over time would provide invaluable insights into the long-term effective-
ness and safety of AI-supported treatment plans. Additionally, pilot studies that
implement these AI systems in real-world clinical settings could evaluate practical
challenges and patient outcomes in a routine clinical context.

As AI becomes more integrated into patient care, it is imperative to conduct
research on the ethical implications and develop robust regulatory frameworks
to ensure patient safety and data privacy. Studies should also examine patients’
and healthcare providers’ perceptions of and trust in AI technologies to identify
barriers to adoption.

Comparing the performance of different AI models, including newer versions of
GPT and other AI platforms, in the same tasks can help determine which models
are most effective for specific aspects of diabetes management. This could guide
healthcare providers in selecting the most appropriate AI tools for their needs.

These future studies would not only address the gaps identified in this research
but also advance the field towards more effective, personalized and AI-integrated
healthcare solutions.

Conclusion

This study provides valuable insights into the utility and limitations of using
LLMs, in the management of type 2 diabetes mellitus. The findings indicate that
while AI can effectively minimize unnecessary drug prescriptions, it still lags be-
hind medical experts in terms of the completeness and safety of management plans.
Although AI demonstrates potential in matching human performance in some re-
spects like dosage accuracy and overall error scores, significant concerns remain
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regarding safety, particularly in managing complex patient conditions. These re-
sults underscore the importance of human oversight in reviewing AI-generated
treatment plans, especially in nuanced clinical scenarios.
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