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Abstract. Amblyopia is a neurodevelopmental visual disorder that affects ap-
proximately 3-5% of children globally and it can lead to vision loss if it is not 
diagnosed and treated early. Traditional diagnostic methods, which rely on sub-
jective assessments and expert interpretation of eye movement recordings pre-
sents challenges in resource-limited eye care centers. This study introduces a new 
approach that integrates the Gemini large language model (LLM) with eye-track-
ing data to develop a classification tool for diagnosis of patients with amblyopia. 
The study demonstrates: (1) LLMs can be successfully applied to the analysis of 
fixation eye movement data to diagnose patients with amblyopia; and (2) Input 
of medical subject matter expertise, introduced in this study in the form of medi-
cal expert augmented generation (MEAG), is an effective adaption of the generic 
retrieval augmented generation (RAG) approach for medical applications using 
LLMs. This study introduces a new multi-view prompting framework for oph-
thalmology applications that incorporates fine granularity feedback from pediat-
ric ophthalmologist together with in-context learning to report an accuracy of 
80% in diagnosing patients with amblyopia. In addition to the binary classifica-
tion task, the classification tool is generalizable to specific subpopulations of am-
blyopic patients based on severity of amblyopia, type of amblyopia, and with or 
without nystagmus. The model reports an accuracy of: (1) 83% in classifying 
patients with moderate or severe amblyopia, (2) 81% in classifying patients with 
mild or treated amblyopia; and (3) 85% accuracy in classifying patients with nys-
tagmus. To the best of our knowledge, this is the first study that defines a multi-
view prompting framework with MEAG to analyze eye tracking data for the di-
agnosis of amblyopic patients. 

Keywords: Transfer learning, large language models, in-context learning, fixa-
tion eye movement, amblyopia diagnosis. 
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1. Introduction 

Amblyopia is a neurodevelopmental disorder of the eye affecting 3-5% of the children’s 
population, that is, an estimated 99.2 million children are affected by amblyopia world-
wide [1]. This condition leads to decreased vision in one eye due to improper visual 
stimulation during early childhood [1]. If left untreated, amblyopia can result in irre-
versible visual impairment, and it contributes to lifelong consequences for the affected 
individuals. In the United States, amblyopia is the most common cause of monocular 
vision loss among children, adolescents, and middle-aged adults, underscoring the sub-
stantial public health challenge it poses across age groups [1]. The diagnosis of ambly-
opia has traditionally relied on subjective visual acuity assessments and the interpreta-
tion of eye movement recordings, which requires specialized equipment and expert 
clinical analysis. These diagnostic challenges are exacerbated in resource-limited set-
tings, where access to specialized pediatric ophthalmology services is often unavaila-
ble. The increasing use of high-fidelity eye tracking instruments, such as video oculog-
raphy tracker (EyeLink1000 plus), has enabled the use of eye tracking data for the de-
tection of amblyopia. In this study, we leverage the powerful transfer learning capabil-
ities of the Gemini large language model (LLM) (Google, Inc.) to analyze eye tracking 
data in a cohort of 135 subjects to develop a high accuracy classification tool that can 
be deployed in remote, resource scarce eye care clinics.   

LLMs have demonstrated state of the art performance in a variety of applications [2-
5]; however, their performance in medical applications have highlighted multiple chal-
lenges due to the complexity of the medical domain [6-9]. Specifically, customized 
LLMs such as Med-PaLM, which extends the Pathway Language Model (PaLM) [3] 
and MedGemini [10], require the development of fine-tuned prompting methods to an-
swer medical domain questions (e.g., questions in the MultiMedQA multiple-choice 
benchmark dataset). Building on the PaLM model, Gemini is a state-of-the-art language 
model that has achieved high accuracy in a range of natural language processing tasks 
[2, 11]. However, initial results from our approach to use the Gemini model to classify 
patients with amblyopia using eye movement data visualized as a cartesian plot resulted 
in low accuracy with multiple errors. Specifically, as a baseline prompt, we used eye 
tracking plots (Figure 1) corresponding to a single eye together with a textual descrip-
tion of the plot for the Gemini model. The model reported an accuracy of 50% or less 
for classifying patients with amblyopia with errors in classifying patients based on the 
severity of amblyopia and amblyopic patients with or without nystagmus. 
 To address these limitations, we built on the few shot learning capabilities of LLMs 
together with the development of a new multi-view prompting framework for ophthal-
mology applications. Specifically, we combine eye tracking data recorded under mul-
tiple viewing conditions to create a collage of eye movement recordings for each pa-
tient. In the next step, we systematically label the images in the collage with input from 
a pediatric ophthalmologist (co-author FG) and construct a structured prompt expres-
sion for each patient. Together with few-shot learning approach, this new multiple view 
prompt with medical expert feedback demonstrates:  
1. The feasibility of using LLMs to classify patients with amblyopia using recordings 

from eye tracking instruments. 
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2. The increase in contextual information (represented as a multi-view collage of eye 
movement plots in this study) is effective in improving the accuracy of results gen-
erated by language models in a specialized medical domain.  
In contrast to fine tuning LLMs, which requires retraining the LLM to modify gra-

dient weights, prompt tuning is a low-cost approach to improve the accuracy of LLM 
generated results [6]. However, prompt tuning for medical applications requires cus-
tomizations that reflect the specific attributes of the medical data. Therefore, medical 
expertise augmented retrieval (MEAG), which is a form of retrieval augmented gener-
ation (RAG) [12] is essential for effective use of language models to analyze patient 
data. We discuss the characteristics of eye tracking data and its use in diagnosis of 
patients with amblyopia. 

 
1.1 Background  

Eye movement abnormalities are being increasingly used as diagnostic markers in am-
blyopia research as they can be 
recorded in a non-invasive man-
ner [13]. Individuals with ambly-
opia demonstrate notable fixation 
instability, particularly in the am-
blyopic eye as compared to its 
fellow eye (Figure 1), which 
highlights the close link between 
fixation eye movement (FEM) 
abnormalities and the sensory 
deficits in amblyopia [14, 15]. 
The use of modern eye trackers 
provides an objective dataset cru-
cial for assessing visual function 
and understanding the nuance of 
impairments in eye movement control associated with the disorder [16]. In parallel, the 
development of LLMs with capabilities to analyze multimodal data including text and 
images, presents new avenues for ophthalmology applications. Therefore, this study 
uses the Gemini LLM to analyze eye tracking data for classification of patients with 
amblyopia. 

1.2. Related Work  

The application of machine learning algorithms in ophthalmology, particularly for am-
blyopia detection, has evolved over time [17]. Convolutional neural networks (CNNs) 
have been employed to analyze retinal images for amblyogenic risk factors and they 
have shown greater accuracy as compared to traditional methods [18]. Other machine 
learning methods have  been explored for classification of visual field defects and as-
sessing binocular vision, which is important for amblyopia diagnosis [19]. However, 
traditional approaches require extensive training data and their effectiveness have been 
affected due to the difficulty in identifying subtle features associated with amblyopia 

Figure 1: The visualization of eye movement re-
cordings in children with amblyopia and control 
subjects with dense, focused saccades seen in 
control subjects (left); and dispersed, wide-rang-
ing saccades seen in amblyopic patient (right) 
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[20]. We have addressed some of these challenges in this study by leveraging the pow-
erful capabilities of LLMs, including transfer learning that rely on few-shot based in-
context learning for generating accurate results. In-context learning refers to the ability 
of language models to adapt to new tasks or domains without explicit retraining of the 
LLM through the use of one or more examples [2, 21].  

2. Method 

Figure 2 gives an overview of the method used in this study that consists of a multi-
stage workflow, in-
cluding: (i) acquisi-
tion of eye move-
ment data using high 
fidelity eye tracking 
instrument; (ii) signal 
pre-processing meth-
ods to enhance data 
quality by reducing 
noise in the record-
ings; (iii) visualiza-
tion of eye tracking 
recordings with ap-
propriate scaling 
measures as carte-
sian plots; and (iv) 
the use of multi-
view prompting 
with input from 
pediatric ophthalmologist.   

2.1 Study Cohort and Data Collection. 

This study uses eye movement recordings from 135 participants collected at the Cleve-
land Clinic Eye Institute (the study was reviewed and approved by the Cleveland Clinic 
Institutional Review Board). The study cohort consisted of 95 patients with amblyopia 
and 40 control subjects. The age of the participants ranged between 3 years and 72 
years. Control subjects were selected based on the absence of ocular or systemic abnor-
malities affecting visual acuity, except for refractive errors. The 95 patients with am-
blyopia included 51 females and 44 males. The 40 control subjects included 23 females 
and 17 males. The control group consisted of 24 White Caucasian, 6 African American, 
1 Hispanic, 5 Asians, and 4 multi-cultural patients. The amblyopic subjects included 61 
Whites Caucasians, 12 African American, 10 Hispanics, 3 Asians, and 9 multi-cultural 
patients. 

The EyeLink1000 plus video-based eye tracker was used with a sampling rate of 
500 Hz with participants wearing corrective lenses. In a dimly lit room, participants 

Figure 2: An overview of this study that introduced a new Multiview 
imaging LLM prompting techniques for analyzing pediatric ophthal-
mology data. 
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faced an LCD screen dis-
playing various stimuli, 
with calibration involv-
ing a cartoon animal ac-
companied by sound 
cues to focus attention. 
The calibration process 
adhered to a 5-point 
manufacturer guideline 
[22]. The fixation meas-
urements were taken as 
subjects focused on a 
white dot against a black 
screen, employing ani-
mal sounds to redirect at-
tention if needed. Each 
session was recorded 
with both eyes open (la-
beled as binocular vi-
sion, BV) or with 
left/right eye viewing 
while the other was cov-
ered (labeled as monocu-
lar viewing, MV), in a 
sequence determined 
randomly. The MV ses-
sions were recorded from 
the active viewing eye, 
distinguishing between 
fellow eye (FE) and am-
blyopic eye viewing (AE) 
conditions. The covered 
eye was monitored using 
an infrared filter to avoid 
exposure to visible light.  

2.2 A Multi-view Prompting Framework with Few-Shot Learning  

Following the data pre-processing steps, the eye tracking data were visualized as carte-
sian plots using the Pandas library for data processing and the Python Imaging Library 
(PIL). As described in the previous section, the plots of eye tracking data were com-
bined into a collage of six images with recording of each eye under three viewing con-
ditions, that BV, MV, and BV + MV. In the next step, the collage was annotated with 
text prepared by pediatric ophthalmologist to describe the characteristics of the eye 
tracking data (Figure 3). In the final stage, the prompt expression was constructed using 

Figure 3: Overview of multi-view prompting framework de-
veloped for diagnosis of amblyopia using structured feedback 
from pediatric ophthalmologist. 
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this multi-view expert annotated images together with structured input that described 
the context of the task and added example query examples as part of the few-shot learn-
ing approach.   

2.3 In-context Learning for Eye Movement Data  

LLMs have demonstrated a notable capability to learn specific contexts using few ex-
amples (few-shot or in-context learning) that was highlighted in the Generative Pre-
trained Transformer (GPT 3.5) model and many other subsequent studies [2, 3, 6]. In 
this study, we evaluated the performance of the Gemini LLM by combining the multi-
view prompt expressions with medical expertise together with in-context learning using 
a different number of examples for in-context learning. Figure 3 shows an overview of 
the multi-view prompting approach developed and implemented in this study for the 
Gemini LLM. This prompting framework includes several constituent tasks, including 
the system prompt together with multi-view expert annotated text and examples for 
few-shot in-context learning. Using this new prompting framework, the classification 
tool was evaluated using held out test dataset with 123 subjects (26 control subjects and 
87 patients with amblyopia). We evaluated the effectiveness of the new multi-view 
prompting approach with and without feedback from the medical expert together with 
a systematic evaluation of the impact of different number of examples on the accuracy 
of the model. 

3. Results 

3.1 Experimental Setup 

This study used Gemini 1.0 Pro Vision model that accepts both text and images as input 
and generates text as output [4]. The evaluation was structured into four few-shot 
prompting scenarios with multi-view collages corresponding to recordings from 2, 4, 8 
or 12 subjects under the three viewing conditions. The subjects used in the few-shot 
prompting were selected to be representative of amblyopic patients and control sub-
jects. This evaluation process was performed for each of the three viewing conditions 
(BV, MV, and BV + MV). 

To demonstrate the effectiveness of prompt expression created using fine granularity 
input from pediatric ophthalmologist, we performed a comparative evaluation of the 
LLM with and without the inclusion of medical expert generated text. The results of 
this evaluation demonstrated the importance of feedback from medical experts in con-
structing effective prompts. Based on these results, all subsequent prompts incorporate 
the input of ophthalmologist in labeling the eye movement plots. In the second phase 
of the evaluation, the prompt-tuned Gemini model was used to classify patients with 
amblyopia based on the severity of amblyopia, that is, across the three categories of: 
(1) patients with severe or moderate amblyopia and control subjects; (2) patients with 
mild or treated amblyopia and control subjects; and (3) amblyopic patient with nystag-
mus and control subjects. A key feature of the multi-view prompt development was an 
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iterative feedback mechanism that tuned the prompt to reflect the reasoning approach 
used by pediatric ophthalmologists in diagnosing patients with amblyopia.  

The evaluation experiments were conducted on a server with 32 GB RAM and In-
tel® Core™ i7-13700K CPU, using Ubuntu 22.04.1 LTS (64-bit). The 123 subjects 
constituting the test dataset did not have any overlap with the 12 subjects used for in-
context learning. Temperature is a tunable parameter of LLMs that corresponds to in-
creased randomness in results with higher temperature value and more deterministic 
results with lower temperature values [7]. In this study, a temperature parameter of 0.7 
was found to be optimal for achieving the highest accuracy.  

3.2. Evaluation Results 

Table 1 lists the performance of the LLM in phase 1 using a single image corresponding 
to eye movement recordings under a specific viewing condition. The results generated 
by the Gemini model have low accuracy due to the limited context provided in the 
prompt, including a limited “view” of the eye movement recording and lack of fine 
granularity medical expert feedback in the prompt. Specifically, the model reports an 
accuracy of 0.54 when distinguishing between patients with amblyopia (irrespective of 
their severity) and control subjects; an accuracy of 0.58 for diagnosing patients with 
mild or treated amblyopia; and an accuracy of 0.62 for diagnosing patients with mod-
erate and severe amblyopia.  

Table 1. Performance of the classification tool using a baseline prompt to: (1) classify patients 
with amblyopia and control subjects; (2) diagnosing patients based on their severity.  

Model Amblyopia versus 
control (BV) 

Mild and treated 
amblyopia versus 
control (BV) 

Moderate and severe 
amblyopia versus con-
trol (BV) 

Few shot 
(K=12) 

0.54 0.58 0.62 

To address the limitations of the baseline prompting approach, we used the multi-view 
prompting approach as described in the previous section (Section 2.2). Table 2 shows 
the evaluation results that compares the performance of the Gemini model with and 
without feedback from the medical expert. Table 2 lists the results across the three dif-
ferent viewing conditions with few-shot learning approach. The results validate the ef-
fectiveness of few-shot learning in LLMs with improvement in performance across the 
three viewing conditions with increasing number of examples. Further, the results show 
that there is a significant improvement in the performance of the model with input of 
the medical expert. 

Table 3 lists the performance of the models across different classification tasks 
based on: (1) the severity of amblyopia, including mild and treated amblyopia, moder-
ate and severe amblyopia, and (2) amblyopia with nystagmus as compared to the control 
group using the few-shot in-context learning approach. Table 3 also includes the results 
for combined binocular and monocular viewing (BV + MV), MV, and BV models, 
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which demonstrates the improvement in accuracy of the model with an increased num-
ber of examples for in-context learning across all viewing conditions. We also note that 
the classification accuracy is the highest for eye tracking data recorded under the bin-
ocular viewing condition. 

Table 2. Comparative evaluation of the classification tool with and without MEAG prompting 
approach for classifying amblyopic patients and control subjects across the three viewing con-

ditions. 

Model BV + MV 
viewing 

condition 
(baseline 
prompt) 

BV + MV 
viewing 

condition 
(MEAG 
prompt) 

MV view-
ing con-
dition 

(baseline 
prompt) 

MV view-
ing condi-

tion 
(MEAG 
prompt) 

BV view-
ing con-
dition 

(baseline 
prompt) 

BV view-
ing condi-

tion 
(MEAG 
prompt) 

Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy 
Few shot 
(K=2) 

0.55 0.62 0.55 0.63 0.6 0.65 

Few shot 
(K=4) 

0.55 0.64 0.55 0.67 0.6 0.6 

Few shot 
(K=8) 

0.57 0.74 0.57 0.79 0.62 0.79 

Few shot 
(K=12) 

0.57 0.78 0.57 0.78 0.62 0.8 

BV: Binocular viewing (Two images per collage), MV: Monocular viewing (Four images per 
collage), BV+MV (6 images per collage) 

Table 3. An evaluation of the generalizability capabilities of the classification tool using multi-
view prompting framework with MEAG across different subpopulations of amblyopic patients. 

Model BV + MV viewing 
condition 

MV viewing 
condition 

BV viewing 
condition 

Accuracy Accuracy Accuracy 
Mild and treated amblyopia versus control 
Few shot (K=2) 0.6 0.65 0.7 
Few shot (K=4) 0.63 0.69 0.68 
Few shot (K=8) 0.76 0.78 0.8 
Few shot (K=12) 0.77 0.81 0.81 
Moderate and severe amblyopia versus control 
Few shot (K=2) 0.68 0.69 0.7 
Few shot (K=4) 0.71 0.74 0.77 
Few shot (K=8) 0.78 0.8 0.81 
Few shot (K=12) 0.8 0.82 0.83 
Amblyopia with nystagmus versus control  
Few shot (K=2) 0.7 0.72 0.73 
Few shot (K=4) 0.74 0.74 0.76 
Few shot (K=8) 0.8 0.81 0.83 
Few shot (K=12) 0.8 0.83 0.85 
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4. Discussion and Conclusion 

The study defines a new prompting framework for use with foundational language 
models in ophthalmology applications. The multi-view prompting framework that pro-
vides an enhanced visual context to language model is effective in leveraging the trans-
fer learning capabilities of language model to accurately analyze eye tracking data. Fur-
ther, the results demonstrate that notwithstanding the few shot learning capability of 
language model, integration of high quality, fine granular feedback from medical ex-
perts results in significant improvement in the performance of the language model.  

The integration of expert feedback together with reinforcement learning method or 
reinforcement learning with human feedback (RHLF) has been successfully used to 
improve instruction following in LLMs [23]. Our approach to incorporate expert feed-
back in prompt tuning results in significant improvement in the quality of results how-
ever, the study does not evaluate the specific type of feedback from medical experts 
that is most effective in improving the accuracy of results. Specifically, medical expert 
input in the form of a structured, stepwise description may further improve the perfor-
mance of the LLM as demonstrated in other domains using the Chain of Thought (CoT) 
approach. Further, the size of the study cohort in this paper is small; therefore, we are 
unable to draw broader conclusions regarding the effectiveness of the combined multi-
view and MEAG prompting framework. As part of our ongoing work, we aim to in-
crease the size of the study cohort and analyze data from a broader spectrum of oph-
thalmology disorders using the new prompting framework introduced in this study. 
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