
  

Evaluating a Large Language Model’s Ability to Answer Clinicians’ Requests  

for Evidence Summaries 

 

Mallory N. Blasingame, MA, MSIS1; Taneya Y. Koonce, MSLS, MPH1; Annette M. Williams, 

MLS1; Dario A. Giuse, Dr. Ing, MS, FACMI2, Jing Su, MD, MS, MSIS1; Poppy A. Krump, 

MSIS1, Nunzia Bettinsoli Giuse, MD, MLS, FACMI, FMLA1,2,3 

 
1Center for Knowledge Management, Vanderbilt University Medical Center, Nashville, TN, 

United States 
2Department of Biomedical Informatics, Vanderbilt University School of Medicine, Vanderbilt 

University Medical Center, Nashville, TN, United States 
3Department of Medicine, Vanderbilt University School of Medicine, Vanderbilt University 

Medical Center, Nashville, TN, United States 

 

Corresponding author: Mallory N. Blasingame, Center for Knowledge Management, 3401 West 

End Avenue, Suite 304, Nashville, TN 37203. Phone: (615) 936-1363. 

mallory.n.blasingame@vumc.org  

 

 

Abstract 
 

Objective:  This study investigated the performance of a generative artificial intelligence (AI) 

tool using GPT-4 in answering clinical questions in comparison with medical librarians’ gold-

standard evidence syntheses.   
 

Methods:  Questions were extracted from an in-house database of clinical evidence requests 

previously answered by medical librarians. Questions with multiple parts were subdivided into 

individual topics. A standardized prompt was developed using the COSTAR framework. 

Librarians submitted each question into aiChat, an internally-managed chat tool using GPT-4, 

and recorded the responses. The summaries generated by aiChat were evaluated on whether they 

contained the critical elements used in the established gold-standard summary of the librarian. A 

subset of questions was randomly selected for verification of references provided by aiChat.     
 

Results: Of the 216 evaluated questions, aiChat’s response was assessed as “correct” for 180 

(83.3%) questions, “partially correct” for 35 (16.2%) questions, and “incorrect” for 1 (0.5%) 

question. No significant differences were observed in question ratings by question category 

(p=0.39). For a subset of 30% (n=66) of questions, 162 references were provided in the aiChat 

summaries, and 60 (37%) were confirmed as nonfabricated.  
 

Conclusions: Overall, the performance of a generative AI tool was promising. However, many 

included references could not be independently verified, and attempts were not made to assess 

whether any additional concepts introduced by aiChat were factually accurate. Thus, we envision 

this being the first of a series of investigations designed to further our understanding of how 

current and future versions of generative AI can be used and integrated into medical librarians’ 

workflow.  

 

Keywords: Large Language Models; LLMs; Generative AI; Artificial Intelligence; Evidence 

Synthesis; Library Science, Information Science, Biomedical Informatics  
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Introduction  

 

Following the public launch of OpenAI’s Chat Generative Pre-Trained Transformer (ChatGPT) 

in November 2022 [1], much consideration has been given in the academic and popular 

discourse to the current and anticipated impact of generative artificial intelligence (AI) on a 

number of professions. Within the health sciences, studies have investigated the ability of 

generative AI chat tools (including ChatGPT, Google Gemini, and Microsoft Copilot) to respond 

to patients’ medical inquiries [2,3], answer questions on licensing exams [4], support healthcare 

education [5], aid with clinical documentation [6], and contribute to academic manuscripts [7], 

with many studies focused on specific specialty areas [4]. Authors have also explored the 

potential utility of generative AI to aid with medical librarians’ professional roles, including 

developing search strategies for systematic reviews [8,9]. However, the performance of 

generative AI in the critical task of searching and synthesizing knowledge from the medical 

literature has not yet been fully assessed, particularly in comparison with medical librarians’ 

expertise in this area. 

 

At the Center for Knowledge Management at Vanderbilt University Medical Center (VUMC), 

our team of medical librarians has, for over twenty years, provided evidence syntheses of the 

biomedical literature to respond to clinicians’ complex questions arising from clinical 

encounters. These questions were gathered initially through rounding with clinical teams and, 

since 2004, via a message basket service linked within the electronic health record (EHR) to 

facilitate clinicians’ ability to send requests at the time and place when they most need an answer 

[10–14]. A previous study found high levels of physician satisfaction with evidence summaries 

provided by our team [15]. This service requires the librarian to be highly trained and able to 

quickly search and filter the current available literature on the topic, extract the most salient 

information needed to answer the question, and prepare a concise but comprehensive narrative 

synthesis that is returned to the clinician to inform decision-making [16]. Given the ability of 

generative AI chat tools to quickly produce detailed, fully articulated summaries drawn from a 

large body of knowledge, evaluating their current performance in responding to clinical 

questions is critical to understanding how they may eventually be integrated into medical 

librarians’ workflows.  

 

Some studies assessing generative AI tools’ ability to provide comprehensive and accurate 

responses to clinical questions have observed that they can produce accurate results [17–20], 

particularly for less complex requests [17], although variation in results has been observed 

among different specialties, tasks, and models investigated [4]. Significant limitations have also 

been observed, including introduction of both minor and major errors via hallucination or 

misinterpretation [17,21,22], lack of up-to-date information [23], and limited domain-specific 

content knowledge [24]. However, with ongoing updates and refinement, it is anticipated that 

these tools will continue to improve, with advancements already observed, for example, in 

comparisons of GPT-3.5 to GPT-4 [17,25].  

 

Previous studies have evaluated generative AI chat bots’ responses to clinical questions in 

comparison with a) published practice guidelines [18,26–28], b) objective multiple-choice 

answers [4], and/or c) assessment by clinical experts’ review [4,17,29–31].  However, no studies, 

to our knowledge, have yet evaluated generative AI tools’ responses to actual clinical questions 
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that arise from patient healthcare encounters and use medical librarians’ evidence syntheses as a 

reference standard. Building upon previous research in knowledge acquisition [32,33] and 

continuing our examination of how AI could aid or eventually transform medical librarians’ work 

[34–36], this study aimed to investigate the current ability of aiChat [37], a VUMC-managed 

generative AI tool, to answer individual facets of clinical questions compared to expertly trained 

librarians when questions are formulated in a standardized manner. Specifically, the study 

investigated the following questions:  

1. How accurate are aiChat’s responses to clinical questions, as compared with medical 

librarians’ gold-standard evidence syntheses? 

2. Is aiChat’s performance significantly affected by question adjudication status?  

3. Are there significant differences in aiChat’s performance by question category?  

4. What proportion of references included in aiChat responses can be verified to exist?  

 

 

Methods  

 

A sample of actual clinical questions received by our team of information specialists via 

rounding and an evidence information message basket service linked within the electronic health 

record (EHR) was used to compare the performance of a locally managed generative AI chat tool 

with librarians’ gold-standard responses. Although these questions were generated by clinicians 

in response to specific patient cases, they do not include identifiable patient information, and the 

study was determined to be exempt by the Vanderbilt University Medical Center Institutional 

Review Board (IRB 240714). As applicable, this study adhered to the JAMA Network Guidance 

for Reporting Use of AI in Research and Scholarly Publication [38]. 

 

Generative AI Tool 

As submission of proprietary data to public-facing generative AI tools is restricted by our 

medical center policy, we used an organizationally approved, internally managed AI chat tool 

called aiChat to conduct the study [37]. At the time of the study, aiChat was a Beta version with 

options to use either OpenAI’s GPT-3.5 or GPT-4 models. Similar to the public version of 

ChatGPT, aiChat allows users to submit one or more prompts and receive a response in a user-

friendly, conversational format.  

 

Question Pool 

An in-house database used to assign, document, and archive clinicians’ evidence requests 

answered by our team was queried to retrieve all questions received since 2010 [11,12,14,39]. To 

align with GPT-4’s most recent knowledge cutoff date at the time of the study, we excluded 

questions received after April 2023. A group of information scientists then determined eligibility 

of each archived request. The question set was limited to those that addressed a clinician’s 

information need during the course of patient care (general education questions and patient 

education requests were excluded). Additionally, questions were excluded if the evidence 

synthesis response provided by the librarian contained only a list of citations with no narrative 

synthesis, reported that no answer was found in the literature, or did not include a clear summary 

of findings to enable comparison with the aiChat response.   
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For this initial study, we aimed to assess aiChat’s performance when responding to one simple, 

focused question at a time, with future analyses planned for assessing performance with 

complex, multi-faceted requests. Therefore, requests containing more than one distinct topic 

(e.g., both diagnosis and treatment) were broken into separate facets by information scientists in 

alignment with the methods established by Giuse et al. [40]. Each facet was considered a 

separate question for the study. In some cases, questions were reworded for clarity or to remove 

irrelevant information from the requestor’s original message (e.g., details about requested 

turnaround time). To allow comparison of performance by question type, each question was 

assigned one of eight distinct categories: Disease Etiology, Diagnostic Procedure, Differential 

Diagnosis, Disease Description, Disease Complication, Disease Prevention, Disease Prognosis, 

or Treatment. These categories were adapted from previous analyses of clinical teams’ 

information needs [40,41]. All included questions and their corresponding metadata (e.g., date 

question received, turnaround response time requested) were uploaded to a REDCap database 

[42,43] for further analysis. 

 

Determining Critical Elements of the Question Responses 

The librarians’ original evidence summaries were used as the gold standard for comparison with 

aiChat’s summaries. To facilitate the comparison, pairs of medical librarians reviewed the 

original evidence synthesis response for each included question/facet and came to consensus on 

the concepts that were most critical and necessary to answer each question. For this process, 

librarians focused on the most pertinent, high-level conclusions, in recognition that there may be 

wide variation in wording and other elements within narrative summaries that nonetheless reach 

the same conclusions. These critical elements were copied from the original response and 

recorded in REDCap alongside the question.  

 

Prompt Engineering and Submission 

Consultation of the literature for current practices for effective prompt engineering revealed no 

widely accepted, authoritative guidelines. However, researchers have suggested approaches to 

improve the quality of generative AI’s response, which were consistent with observations from 

initial testing by our team, such as giving the chat bot a clear role, establishing the context, and 

defining the expected output in terms of format and audience [44–46]. The COSTAR framework 

(Context, Objective, Style, Tone, Audience and Response) [47] was selected to guide prompt 

engineering for this study as it provides specific details to inform the GPT response, including 

the use of delimiters to specify the input’s distinct components, and incorporates many of the 

principles recommended in the literature [47–50]. Using the framework, senior members of the 

team with expertise in librarianship, knowledge acquisition, medicine, and artificial intelligence 

devised a standardized prompt to submit with each clinical question (Figure 1).   
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Figure 1 GPT prompt in the COSTAR format 

 

 
 

 

To avoid inclusion of knowledge to which the librarian would not have had access when 

originally answering the question, aiChat was prompted to only use information available prior 

to the date of the original request. In testing, aiChat was able to adjust the response by date when 

given this parameter. Given that studies have established that GPT often fabricates references 

[21,51], we did not specifically ask aiChat to provide references as part of the prompt. Providing 

an example of the desired output within the prompt has also been suggested [50] and found to 

improve performance in some analyses [9]. However, it is unlikely that a user asking a real 

clinical question would have an example response readily available to submit, so examples were 

not included in our prompt. 

 

All questions were submitted to aiChat between March 25, 2024 – April 1, 2024. To capture 

aiChat’s responses to each question, medical librarians worked in pairs to submit assigned sets of 

questions to the chat bot tool. First, a librarian selected “New prompt,” set aiChat to use GPT-4, 

and submitted the prompt (Figure 1). When aiChat responded to confirm understanding (e.g., 

“Understood. Please enter the clinical question.”), the clinical question was copied directly from 
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the REDCap database and submitted within the same encounter. The full response from aiChat 

was copied from the interface and saved in REDCap.  

 

Initially, a set of five randomly-selected test questions was submitted to aiChat five times each in 

sequence by a senior member of our team to assess whether there was enough variation in the 

responses to necessitate submitting each question multiple times. Although variance was 

observed in the wording and other elements of aiChat’s summary replies, the overall concepts 

and conclusions were consistent. Other research has observed significant differences in 

ChatGPT’s responses when prompts are submitted multiple times [9]. However, the aim of this 

study was to assess the performance of generative AI for the real-life scenario of a clinician 

seeking a response to a clinical question. In this context, submitting a question multiple times 

would not be practical. Thus, for this study, the team decided to submit each question only one 

time.  

 

GPT Response Evaluation 

Each question, along with the critical elements from the original packet and response from 

aiChat, was assigned to a pair of medical librarian reviewers for evaluation of the extent to which 

aiChat’s response aligned with the original librarian’s gold-standard synthesis of evidence from 

both the published and grey literature. Each reviewer independently assessed whether aiChat 

answered the question correctly in comparison with the original gold-standard response from the 

information scientists. The assessment was based on whether aiChat included all, some, or none 

of the key critical elements that were identified by consensus from the librarian’s original 

summary. Reviewers used a 3-point Likert scale to indicate whether aiChat’s response was 

incorrect (1), partially correct or incomplete (2), or correct (3) [31]. The response options avoid 

the use of non-numerical, vague qualitative terminology (e.g., “mostly correct”) as these types of 

phrases may create ambiguity and difficulty with interpretation [52,53]. To be considered correct, 

it was not necessary for aiChat to use the exact same language from the original summary but 

rather for the response to be conceptually similar. In cases where aiChat provided additional 

information beyond what the librarian included, the response was not considered incorrect as 

long as the critical elements were represented.  

 

Discordant ratings were resolved by a third reviewer with medical knowledge and expertise in 

evidence synthesis, librarianship, knowledge acquisition, and extensive experience with 

adjudication in knowledge acquisition research [54,55]. The adjudicator thoroughly reviewed 

each question, the full original summary, the complete aiChat summary, and, if needed, the 

original supporting references. When relevant, association websites referred to by the aiChat tool 

were also consulted as of the cutoff date specified in the prompt to confirm whether more recent 

knowledge may have been incorporated into the response and thus created discrepancies.  

 

Reference Verification  

Although the prompt did not specifically request the inclusion of references, many of aiChat’s 

responses did include academic references with combinations of author name, journal, and/or 

publication year. The assessment of accuracy was based only on aiChat’s summary. A separate 

exploratory analysis was performed using a sub-sample of questions to verify if the references 

provided by aiChat were real or hallucinated. No attempt was made to compare the references 

cited with the references selected by the librarian working on the original packet.  
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For this analysis, a smaller sample of sixty-six questions with citations (30%) was identified 

through random selection; each question was assigned to a pair of librarians. The librarians 

reviewed the responses from aiChat and attempted to locate all cited references using the details 

provided and documented whether the citation was found or not found.  

 

Statistical Analysis 

The ratings for all questions were stored in REDCap and analyzed descriptively using medians, 

ranges, and frequency. For each question, the absolute (n) and relative frequency (%) of ratings 

of 1 (incorrect), 2 (partially correct/incomplete), and 3 (correct) was tabulated. The non-

parametric Fisher’s exact test, which is powered for data tables where more than 20% of the cells 

contain value counts of less than five, was used for group comparisons of categorical data.  

Statistical analyses were conducted using GraphPad Prism 10 software and a two-tailed p-value 

< 0.05 was used as the threshold for statistical significance.  

 

Results 

 

The study included 217 discrete questions. During adjudication, one question was excluded due 

to misclassification as a patient care-related question. The final number of questions analyzed for 

the study was 216.  

 

Table 1 Question ratings by adjudication status 

 

Questions 1 (Incorrect) 2 (Partially Correct/Incomplete) 3 (Correct) Total 

Questions without adjudication 1 (0.5%) 28 (15.4%) 153 (84.1%) 182 (84.3%) 

Questions with adjudication 0 (0.0%) 7 (20.6%) 27 (79.4%) 34 (15.7%) 

Total 1 (0.5%) 35 (16.2%) 180 (83.3%) 216 (100%) 

 

 

Table 1 shows the overall question ratings. Consensus was achieved between librarian pairs on 

182 (84.3%) of the questions; the remaining 34 (15.7%) questions required adjudication. Overall, 

180 (83.3%) of aiChat responses were assessed as correct in comparison with the original 

librarian’s response, while 35 (16.2%) were assessed as partially correct and 1 (0.5%) was 

assessed as incorrect. Results were similar for questions requiring and not requiring adjudication, 

with 84.1% (n=153) of questions without adjudication and 79.4% (n=27) of questions with 

adjudication assessed as correct; there were no statistically significant differences in the ratings 

of questions that received adjudication in comparison to those that did not undergo adjudication 

(p=0.54). Of the adjudicated questions, most (n=32) were due to a discrepancy of one point (e.g., 

scores of “2 [partial]” and “3 [correct]”). Two questions were adjudicated due to a discrepancy 

between “1 (incorrect)” and “3 (correct)” scores.   
 

Comparison by Question Category 

The most common question category was Treatment (n=147; 68.1%), which included topics such 

as treatment adverse effects and treatment efficacy, while the least commonly assigned category 

was Differential Diagnosis (n=1; 0.46%). The percent of aiChat responses assessed as correct 
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was >80% across all categories. No significant differences were observed in the question ratings 

by category (p=0.39). For a full reporting of results by each category, see Table 2.  
 

Table 2 Question ratings by category   
 

Question Category Number of Questions 1 (Incorrect) 2 (Partially Correct/Incomplete) 3 (Correct) 

Disease Etiology 20 1 (5.0%) 1 (5.0%) 18 (90.0%) 

Diagnostic Procedure 10 0 (0.0%) 2 (20.0%) 8 (80.0%) 

Differential Diagnosis 1 0 (0.0%) 0 (0.0%) 1 (100%) 

Disease Description 10 0 (0.0%) 1 (10.0%) 9 (90.0%) 

Disease Complication 8 0 (0.0%) 0 (0.0%) 8 (100%) 

Disease Prevention 7 0 (0.0%) 1 (14.3%) 6 (85.7%) 

Disease Prognosis 13 0 (0.0%) 1 (7.7%) 12 (92.3%) 

Treatment* 147 0 (0.0%) 29 (19.7%) 118 (80.3%) 

Total 216 1 (0.5%) 35 (16.2%) 180 (83.3%) 

     

*aggregates the treatment, treatment adverse effects, and treatment efficacy question categories  

 

Comparison by Adjudication and Question Category 

The questions sent for adjudication at the highest proportion were related to disease prevention 

(n=2; 29%); none of the differential diagnosis questions were adjudicated (Table 3). There were 

no significant differences by category of questions that received adjudication when compared to 

questions that were not adjudicated (p=0.90).   
 

Table 3 Question adjudication by category   
  

Question Category Number of Questions No Adjudication Adjudication 

Diagnosis Etiology 20 18 (90.0%) 2 (10.0%) 

Diagnostic Procedure 10 8 (80.0%) 2 (20.0%) 

Differential Diagnosis 1 1 (100%) 0 (0%) 

Disease Description 10 9 (90.0%) 1 (10.0%) 

Disease Complication 8 7 (87.5%) 1 (12.5%) 

Disease Prevention 7 5 (71.4%) 2 (28.6%) 

Disease Prognosis 13 12 (92.3%) 1 (7.7%) 

Treatment* 147 122 (83.0%) 25 (17.0%) 

Total 216 182 (84.2%) 34 (15.8%) 

    

*aggregates the treatment, treatment adverse effects, and treatment efficacy question categories 

 

Verification of References from GPT Response 

Out of the 66 questions randomly selected for reference verification there were a total of 162 

references. The number of references provided by aiChat per question ranged from 1-4 and the 

median number of references per question was 2.45. Our team was able to verify the existence of 

60 of the 162 references (37.0%). Most of the verifiable citations were indexed in PubMed 

(n=56; 93.3%), with the remaining available on the cited journal’s website (n=2; 3.3%), a 
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professional organization’s website (n=1;1.67%) and the website of the Food and Drug 

Administration (n=1;1.67%).  

 

Discussion  

 

In this initial study comparing generative AI summaries with medical librarians’ gold-standard 

clinical evidence syntheses in response to individual facets of clinical questions, an 

organizationally managed generative AI chat tool using GPT-4 was able to report key elements 

identified in the librarian’s evidence synthesis for the majority of clinical questions examined. 

These results are promising but only a first step in what we foresee to be a series of many 

investigations into generative AI tools’ ability to summarize the evidence to answer clinical 

questions. We recognize the complexity and responsibility of creating a valid, comprehensive, 

and trustworthy evidence synthesis and are cognizant of many of the issues discussed in an 

article from Zhang and colleagues, including the need to ensure that large language models are 

trustworthy, transparent, secure, and avoid perpetuating biases [56]. 

 

In our sample of clinical questions, aiChat provided a “correct” response for 83.3% of questions 

and a “partially correct” response for 16.2%, resulting in an overall 99.5% of questions having at 

least a “partially correct” response. Most of the questions in our study (80.3%) were treatment-

related, which is consistent with the types of questions most frequently asked by clinicians 

[40,41,57]. No significant differences in accuracy were observed across different categories of 

clinical questions or adjudication status. The one summary rated by the reviewers as “incorrect” 

was a response to a question about genetic mutations associated with a particular disease, for 

which aiChat's response referenced a different gene than the one reported in the gold-standard 

evidence packet. This finding could possibly suggest a need to better understand how generative 

AI tools handle genetic information given the complexity of the field.  

 

While the aiChat- and medical librarian-developed summaries were consistent overall in terms of 

the key concepts included, many (63%) of the supporting references included in a subsample of 

aiChat’s responses could not be independently verified. The inability to trust references provided 

by GPT and, consequently, to be able to verify specific details and results of the studies cited in 

the responses it provides is currently a significant limitation to its use. However, it is possible 

that generative AI tools’ performance in this area could improve as we continue to see a rise in 

open access publishing [56,58,59] and the models are not as limited by subscription paywalls. 

 

We also anticipate that GPT’s performance may improve if provided a curated set of articles 

selected by a medical librarian upon which to base its response. This approach may also aid in 

addressing ethical concerns with using large language models, which reflect the social biases and 

inequities present in the clinical research studies and other content included in their training sets 

[56,60,61]. By selecting content to provide to the generative AI tool, an effort could be made to 

ensure that references are representative of diverse populations and as free as possible from bias. 

Tang et al. [22] conducted a study using ChatGPT and GPT-3.5 in which the generative AI tools 

were provided with content from Cochrane review abstracts from six clinical areas and prompted 

to provide four-sentence summaries of the systematic reviews.  The study found that, in this 

context, the summaries included few instances of fabrication; however, errors (e.g., those related 

to misinterpretation of the content) were still observed. In November 2023, OpenAI introduced a 
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feature allowing users to create custom GPTs through which they can provide their own 

knowledge (e.g., full-text articles or other written documents) for GPT to use when responding to 

prompts [62]. At the time of the study, this feature was not available through our organization’s 

internal generative AI tool, but OpenAI does offer the ability to create custom GPTs at the 

Enterprise level to enable organizations to leverage this option with proprietary information. 

Tools harnessing generative AI to search and summarize academic papers using underlying 

literature databases (e.g., Consensus [63] and Scopus AI [64]) are also becoming available. 

Additional studies are needed in this area to fully understand current models' ability to accurately 

summarize research when provided with selected, full-text source material.  

 

In addition to assessing generative AI tools’ performance relative to that of humans, Shah and 

colleagues have also emphasized the importance of evaluating the benefits of large language 

models and considering how they can be leveraged to enhance our work rather than simply 

replicating it [65]. In this study, we observed that a strength of the aiChat responses was the 

formatting of the narrative summaries, which typically began with a brief introduction to the 

topic, followed by a well-organized summary with a balanced representation of the viewpoints 

found in the literature, and ended with brief conclusions. While the requestor receiving the 

evidence synthesis may be an expert who is already familiar with the topic, they may also wish 

to share the summary to educate other members of the team with varying specialties (e.g., 

pharmacists, nutritionists) or who may be more junior (e.g., medical students). Our team 

recognizes that the approach of establishing the background at the beginning of the response has 

educational value in our academic setting and considers the inclusion of all viewpoints in the 

literature to be a best practice for evidence synthesis [41,66]. The organization used by aiChat to 

structure the responses also has educational value for our profession as a model that can be 

applied for instructional purposes to train clinical librarians.  

 

Limitations  

An assumption of this study was that medical librarians’ original evidence syntheses accurately 

reflected the literature as of the original request date, and that clinicians who received the 

response trusted and agreed that the supporting evidence provided by the librarian answered their 

questions. Although we did not independently re-verify the information provided in these 

evidence syntheses, previous studies have found high levels of physician satisfaction with our 

team’s evidence services [15].  

 

Similarly, we did not assess the accuracy of every detail of aiChat’s summary but rather focused 

on whether the most critical elements of the librarian’s original response were present and, for a 

subset of questions, whether references could be verified to exist. No attempts were made in the 

course of this study to evaluate whether any additional facts introduced by aiChat were accurate, 

as the comparison was based on whether the critical elements identified in the librarian’s gold-

standard response were included in aiChat’s answer.  

 

Finally, it is possible that aiChat’s performance was impacted by elements of prompt design, 

such as the lack of example in the prompt or our decision to only submit each question once. 

However, this is likely to replicate real users’ experiences, as busy professionals may not have 

the time to review multiple responses or have an example response readily available to provide.  
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Conclusions 

 

The findings of this study highlight promising performance of a generative AI tool using GPT-4 

for providing responses to individual facets of clinical questions, while also confirming known 

limitations, such as reference fabrication. Since the aim of this study was to evaluate whether 

aiChat was able to answer clinical questions with an overall response which included the answer 

given by our established gold standard, we intentionally did not evaluate any additional 

conceptual differences in the summaries, as we envision this study being the first in a series of 

investigations. Additional avenues for future research include exploring generative AI’s ability to 

respond to questions for which librarians found no answer and evaluating aiChat’s answers to 

complex clinical questions, i.e., questions containing several facets. Given the current inability to 

independently verify many of the sources used for the generative AI responses, an important next 

step will be to conduct a more detailed analysis of the source material. A particular area of 

interest is to establish a better understanding of the extent to which questions can be answered 

through freely available open source literature. It will also be critical to understand how 

generative AI performance may improve when provided with a body of literature curated by 

expert medical librarians. This model could potentially couple GPT’s strengths in summary 

generation with librarians’ critical expertise in literature selection and assessment.  

 

 

Data Availability Statement: The clinical questions used in this study are not publicly available 

as the data is institutional proprietary information.   

 

Author Contributions Statement: Mallory N. Blasingame: Methodology; investigation; 

visualization; writing—original draft; writing—review and editing. Taneya Y. Koonce: 

Methodology; investigation; data curation; formal analysis; visualization; writing—original 

draft; writing—review and editing. Annette M. Williams: Methodology; investigation; data 

curation; visualization; writing—review and editing. Dario A. Giuse: Methodology; 

investigation; writing—original draft; writing—review and editing. Jing Su: Methodology; 

investigation; writing—review and editing. Poppy A. Krump: Methodology; investigation; 

writing—review and editing. Nunzia Bettinsoli Giuse: Conceptualization; methodology; 

investigation; formal analysis; visualization; writing—original draft; writing—review and 

editing; supervision.  

 

Acknowledgements: The authors would like to acknowledge Spencer DesAutels and Sheila 

Kusnoor for their review and feedback on the manuscript.  

 

Funding Statement: Support for the REDCap database, used in this study for data entry and 

data collection, was provided by CTSA award UL1TR000445 from the National Center for 

Advancing Translational Sciences. 

 

Competing Interest Statement: The authors declare no competing interests for this study.  

 

 

 

 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/


  

References  

 

1. OpenAI. Introducing ChatGPT [Internet]. OpenAI; 2022 Nov 30 [cited 2024 Apr 25]. 

<https://openai.com/blog/chatgpt>. 

 

2. Johns WL, Kellish A, Farronato D, Ciccotti MG, Hammoud S. ChatGPT can offer 

satisfactory responses to common patient questions regarding elbow ulnar collateral 

ligament reconstruction. Arthrosc Sports Med Rehabil. 2024 Apr;6(2):100893. DOI: 

https://doi.org/10.1016/j.asmr.2024.100893  

 

3. Ayers JW, Poliak A, Dredze M, Leas EC, Zhu Z, Kelley JB, Faix DJ, Goodman AM, 

Longhurst CA, Hogarth M, Smith DM. Comparing physician and artificial intelligence 

chatbot responses to patient questions posted to a public social media forum. JAMA 

Intern Med. 2023 Jun 1;183(6):589–96. DOI: 

https://doi.org/10.1001/jamainternmed.2023.1838  

 

4. Wei Q, Yao Z, Cui Y, Wei B, Jin Z, Xu X. Evaluation of ChatGPT-generated medical 

responses: a systematic review and meta-analysis. J Biomed Inform. 2024 

Mar;151:104620. DOI: https://doi.org/10.1016/j.jbi.2024.104620  

 

5. Mohammad B, Supti T, Alzubaidi M, Shah H, Alam T, Shah Z, Househ M. The pros and 

cons of using ChatGPT in medical education: a scoping review. Stud Health Technol 

Inform. 2023 Jun 29;305:644–7. DOI: https://doi.org/10.3233/shti230580  

 

6. Dubinski D, Won SY, Trnovec S, Behmanesh B, Baumgarten P, Dinc N, Konczalla J, 

Chan A, Bernstock JD, Freiman TM, Gessler F. Leveraging artificial intelligence in 

neurosurgery-unveiling ChatGPT for neurosurgical discharge summaries and operative 

reports. Acta Neurochir (Wien). 2024 Jan 26;166(1):38. DOI: 

https://doi.org/10.1007/s00701-024-05908-3  

 

7. Lechien JR, Gorton A, Robertson J, Vaira LA. Is ChatGPT-4 accurate in proofread a 

manuscript in otolaryngology-head and neck surgery? Otolaryngol--Head Neck Surg. 

2023 Sep 17. DOI: https://doi.org/10.1002/ohn.526  

 

8. Qureshi R, Shaughnessy D, Gill KAR, Robinson KA, Li T, Agai E. Are ChatGPT and 

large language models “the answer” to bringing us closer to systematic review 

automation? Syst Rev. 2023 Apr 29;12(1):72. DOI: https://doi.org/10.1186/s13643-023-

02243-z  

 

9. Wang S, Scells H, Koopman B, Zuccon G. Can ChatGPT write a good Boolean query for 

systematic review literature search? [Internet]. arXiv; 2023 Feb 9 [cited 2024 Apr 25]. 

<http://arxiv.org/abs/2302.03495>. 

 

 

 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://openai.com/blog/chatgpt
https://doi.org/10.1016/j.asmr.2024.100893
https://doi.org/10.1001/jamainternmed.2023.1838
https://doi.org/10.1016/j.jbi.2024.104620
https://doi.org/10.3233/shti230580
https://doi.org/10.1007/s00701-024-05908-3
https://doi.org/10.1002/ohn.526
https://doi.org/10.1186/s13643-023-02243-z
https://doi.org/10.1186/s13643-023-02243-z
http://arxiv.org/abs/2302.03495
https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/


  

10. Giuse NB, Kusnoor SV, Koonce TY, Ryland CR, Walden RR, Naylor HM, Williams AM, 

Jerome RN. Strategically aligning a mandala of competencies to advance a 

transformative vision. J Med Libr Assoc JMLA. 2013 Oct;101(4):261–7. DOI: 

https://doi.org/10.3163/1536-5050.101.4.007  

 

11. Giuse NB, Koonce TY, Jerome RN, Cahall M, Sathe NA, Williams A. Evolution of a 

mature clinical informationist model. J Am Med Inform Assoc JAMIA. 2005;12(3):249–

55. DOI: https://doi.org/10.1197/jamia.m1726  

 

12. Giuse NB, Williams AM, Giuse DA. Integrating best evidence into patient care: a process 

facilitated by a seamless integration with informatics tools. J Med Libr Assoc JMLA. 

2010 Jul;98(3):220–2. DOI: https://doi.org/10.3163/1536-5050.98.3.009  

 

13. Blasingame MN, Williams AM, Su J, Naylor HM, Koonce TY, Epelbaum MI, Kusnoor 

SV, Fox ZE, Lee P, DesAutels SJ, Frakes ET, Giuse NB. Bench to bedside: detailing the 

catalytic roles of fully integrated information scientists. Presented at: Special Libraries 

Association Annual Conference, Cleveland, OH; June 18, 2019. 

 

14. Koonce TY, Giuse DA, Blasingame MN, Su J, Williams AM, Biggerstaff PL, Osterman 

T, Giuse NB. Personalization of evidence: using intelligent datasets to inform the process. 

Presented at: Annual Meeting of the American Medical Informatics Association (virtual); 

November 2020. 

 

15. Mulvaney SA, Bickman L, Giuse NB, Lambert EW, Sathe NA, Jerome RN. A 

randomized effectiveness trial of a Clinical Informatics Consult Service: impact on 

evidence-based decision-making and knowledge implementation. J Am Med Inform 

Assoc JAMIA. 2008;15(2):203–11. DOI: https://doi.org/10.1197/jamia.m2461  

 

16. Giuse NB. Advancing the practice of clinical medical librarianship. Bull Med Libr Assoc. 

1997 Oct;85(4):437–8.  

 

17. Goodman RS, Patrinely JR, Stone CA, Zimmerman E, Donald RR, Chang SS, Berkowitz 

ST, Finn AP, Jahangir E, Scoville EA, Reese TS, Friedman DL, Bastarache JA, van der 

Heijden YF, Wright JJ, Ye F, Carter N, Alexander MR, Choe JH, Chastain CA, Zic JA, 

Horst SN, Turker I, Agarwal R, Osmundson E, Idrees K, Kiernan CM, Padmanabhan C, 

Bailey CE, Schlegel CE, Chambless LB, Gibson MK, Osterman TJ, Wheless LE, 

Johnson DB. Accuracy and reliability of chatbot responses to physician questions. JAMA 

Netw Open. 2023 Oct 2;6(10):e2336483. DOI: 

https://doi.org/10.1001/jamanetworkopen.2023.36483  

 

18. Cakir H, Caglar U, Yildiz O, Meric A, Ayranci A, Ozgor F. Evaluating the performance of 

ChatGPT in answering questions related to urolithiasis. Int Urol Nephrol. 2024 

Jan;56(1):17–21. DOI: https://doi.org/10.1007/s11255-023-03773-0  

 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://doi.org/10.3163/1536-5050.101.4.007
https://doi.org/10.1197/jamia.m1726
https://doi.org/10.3163/1536-5050.98.3.009
https://doi.org/10.1197/jamia.m2461
https://doi.org/10.1001/jamanetworkopen.2023.36483
https://doi.org/10.1007/s11255-023-03773-0
https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/


  

19. Ozgor BY, Simavi MA. Accuracy and reproducibility of ChatGPT’s free version answers 

about endometriosis. Int J Gynaecol Obstet. 2024 May;162(2):691-695. DOI: 

https://doi.org/10.1002/ijgo.15309  

 

20. Kuşcu O, Pamuk AE, Sütay Süslü N, Hosal S. Is ChatGPT accurate and reliable in 

answering questions regarding head and neck cancer? Front Oncol. 2023;13:1256459. 

DOI: https://doi.org/10.3389/fonc.2023.1256459  

 

21. Gravel J, D’Amours-Gravel M, Osmanlliu E. Learning to fake it: limited responses and 

fabricated references provided by ChatGPT for Medical Questions. Mayo Clin Proc Digit 

Health. 2023 Sep;1(3):226–34. DOI: https://doi.org/10.1016/j.mcpdig.2023.05.004  

 

22. Tang L, Sun Z, Idnay B, Nestor JG, Soroush A, Elias PA, Xu Z, Ding Y, Durrett G, 

Rousseau JF, Weng C, Peng Y. Evaluating large language models on medical evidence 

summarization. Npj Digit Med. 2023 Aug 24;6(1):158. DOI: 

https://doi.org/10.1038/s41746-023-00896-7  

 

23. Sallam M. ChatGPT utility in healthcare education, research, and practice: systematic 

review on the promising perspectives and valid concerns. Healthc Basel Switz. 2023 Mar 

19;11(6):887. https://doi.org/10.3390/healthcare11060887  

 

24. Thapa S, Adhikari S. ChatGPT, Bard, and large language models for biomedical research: 

opportunities and pitfalls. Ann Biomed Eng. 2023 Dec;51(12):2647–51. 

https://doi.org/10.1007/s10439-023-03284-0  

 

25. Liu J, Zheng J, Cai X, Wu D, Yin C. A descriptive study based on the comparison of 

ChatGPT and evidence-based neurosurgeons. iScience. 2023 Sep 15;26(9):107590. DOI: 

https://doi.org/10.1016/j.isci.2023.107590  

 

26. Giannakopoulos K, Kavadella A, Aaqel Salim A, Stamatopoulos V, Kaklamanos EG. 

Evaluation of the performance of generative AI large language models ChatGPT, Google 

Bard, and Microsoft Bing Chat in supporting evidence-based dentistry: comparative 

mixed methods study. J Med Internet Res. 2023 Dec 28;25:e51580. DOI: 

https://doi.org/10.2196/51580  

 

27. Maksimoski M, Noble AR, Smith DF. Does ChatGPT answer otolaryngology questions 

accurately? The Laryngoscope. 2024 Mar 28. DOI: https://doi.org/10.1002/lary.31410  

 

28. Blacker SN, Kang M, Chakraborty I, Chowdhury T, Williams J, Lewis C, Zimmer M, 

Wilson B, Lele AV. Utilizing artificial intelligence and chat generative pretrained 

transformer to answer questions about clinical scenarios in neuroanesthesiology. J 

Neurosurg Anesthesiol. 2023 Dec 19. DOI: 

https://doi.org/10.1097/ana.0000000000000949  

 

 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://doi.org/10.1002/ijgo.15309
https://doi.org/10.3389/fonc.2023.1256459
https://doi.org/10.1016/j.mcpdig.2023.05.004
https://doi.org/10.1038/s41746-023-00896-7
https://doi.org/10.3390/healthcare11060887
https://doi.org/10.1007/s10439-023-03284-0
https://doi.org/10.1016/j.isci.2023.107590
https://doi.org/10.2196/51580
https://doi.org/10.1002/lary.31410
https://doi.org/10.1097/ana.0000000000000949
https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/


  

29. Kerbage A, Kassab J, El Dahdah J, Burke CA, Achkar JP, Rouphael C. Accuracy of 

ChatGPT in common gastrointestinal diseases: impact for patients and providers. Clin 

Gastroenterol Hepatol. 2023 Nov 19;S1542-3565(23)00946-1. DOI: 

https://doi.org/10.1016/j.cgh.2023.11.008  

 

30. Azadi A, Gorjinejad F, Mohammad-Rahimi H, Tabrizi R, Alam M, Golkar M. Evaluation 

of AI-generated responses by different artificial intelligence chatbots to the clinical 

decision-making case-based questions in oral and maxillofacial surgery. Oral Surg Oral 

Med Oral Pathol Oral Radiol. 2024 Mar 6;S2212-4403(24)00095-6. DOI: 

https://doi.org/10.1016/j.oooo.2024.02.018  

 

31. Suárez A, Jiménez J, Llorente De Pedro M, Andreu-Vázquez C, Díaz-Flores García V, 

Gómez Sánchez M, Freire Y. Beyond the scalpel: assessing ChatGPT’s potential as an 

auxiliary intelligent virtual assistant in oral surgery. Comput Struct Biotechnol J. 2024 

Dec;24:46–52. DOI: https://doi.org/10.1016/j.csbj.2023.11.058  

 

32. Miller RA, Giuse NB. Medical knowledge bases. Acad Med J Assoc Am Med Coll. 1991 

Jan;66(1):15–7. DOI: https://doi.org/10.1097/00001888-199101000-00004  

 

33. Giuse DA, Giuse NB, Miller RA. A tool for the computer-assisted creation of QMR 

medical knowledge base disease profiles. Proc Symp Comput Appl Med Care. 1991;978–

9.  

 

34. Su J, Blasingame MN, Zhao J, Clark JD, Koonce TY, Giuse NB. Using a performance 

comparison to evaluate four distinct AI-assisted citation screening tools. Presented at: 

Medical Library Association Annual Meeting, Portland, OR; May 2024 

 

35. Blasingame MN, Su J, Zhao J, Clark JD, Koonce TY, Giuse NB. Using a semi-automated 

approach to update clinical genomics evidence summaries. Presented at: Medical Library 

Association and Special Libraries Association Annual Meeting, Detroit, MI; May 18, 

2023. 

 

36. Koonce TY, Blasingame MN, Williams AM, Clark JD, DesAutels SJ, Giuse DA, Zhao J, 

Su J, Naylor HM, Giuse NB. Building a scalable knowledge management approach to 

support evidence provision for precision medicine. Presented at: AMIA Informatics 

Summit, Chicago, IL; March 2022.  

 

37. Department of Biomedical Informatics. Generative AI at VUMC [Internet]. Vanderbilt 

University Medical Center; [cited 2024 Apr 25]. 

<https://www.vumc.org/dbmi/GenerativeAI>. 

 

38. Flanagin A, Pirracchio R, Khera R, Berkwits M, Hswen Y, Bibbins-Domingo K. 

Reporting use of AI in research and scholarly publication-JAMA Network guidance. 

JAMA. 2024 Apr 2;331(13):1096–8. DOI: https://doi.org/10.1001/jama.2024.3471  

 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://doi.org/10.1016/j.cgh.2023.11.008
https://doi.org/10.1016/j.oooo.2024.02.018
https://doi.org/10.1016/j.csbj.2023.11.058
https://doi.org/10.1097/00001888-199101000-00004
https://www.vumc.org/dbmi/GenerativeAI
https://doi.org/10.1001/jama.2024.3471
https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/


  

39. Giuse NB, Kafantaris SR, Miller MD, Wilder KS, Martin SL, Sathe NA, Campbell JD. 

Clinical medical librarianship: the Vanderbilt experience. Bull Med Libr Assoc. 1998 

Jul;86(3):412–6.  

 

40. Giuse NB, Huber JT, Giuse DA, Brown CW, Bankowitz RA, Hunt S. Information needs 

of health care professionals in an AIDS outpatient clinic as determined by chart review. J 

Am Med Inform Assoc JAMIA. 1994;1(5):395–403. DOI: 

https://doi.org/10.1136/jamia.1994.95153427  

 

41. Jerome RN, Giuse NB, Gish KW, Sathe NA, Dietrich MS. Information needs of clinical 

teams: analysis of questions received by the Clinical Informatics Consult Service. Bull 

Med Libr Assoc. 2001 Apr;89(2):177–84.  

 

42. Harris PA, Taylor R, Thielke R, Payne J, Gonzalez N, Conde JG. Research electronic data 

capture (REDCap)--a metadata-driven methodology and workflow process for providing 

translational research informatics support. J Biomed Inform. 2009 Apr;42(2):377–81. 

DOI: https://doi.org/10.1016/j.jbi.2008.08.010  

 

43. Harris PA, Taylor R, Minor BL, Elliott V, Fernandez M, O’Neal L, McLeod L, Delacqua 

G, Delacqua F, Kirby J, Duda SN, REDCap Consortium. The REDCap consortium: 

building an international community of software platform partners. J Biomed Inform. 

2019 Jul;95:103208. DOI: https://doi.org/10.1016/j.jbi.2019.103208  

 

44. Giray L. Prompt engineering with ChatGPT: a guide for academic writers. Ann Biomed 

Eng. 2023 Dec;51(12):2629–33. DOI: https://doi.org/10.1007/s10439-023-03272-4  

 

45. Ge J, Chen IY, Pletcher MJ, Lai JC. How I approach it: prompt engineering for generative 

artificial intelligence (GAI) in gastroenterology and hepatology. Am J Gastroenterol. 

2024 Mar 20. DOI: https://doi.org/10.14309/ajg.0000000000002689   

 

46. Lo LS. The art and science of prompt engineering: a new literacy in the information age. 

Internet Ref Serv Q. 2023 Oct 2;27(4):203–10. DOI: 

https://doi.org/10.1080/10875301.2023.2227621  

 

47. Bansal M. A comprehensive guide to prompt engineering: unveiling the power of the 

COSTAR template [Internet]. Medium; 2024 Jan 10 [cited 2024 Apr 25]. 

<https://levelup.gitconnected.com/a-comprehensive-guide-to-prompt-engineering-

unveiling-the-power-of-the-costar-template-944897251101>. 

 

48. GovTech Data Science & AI Division. Prompt engineering playbook (Beta v3) [Internet]. 

Government of Singapore; 2023 Aug 30 [cited 2024 Apr 25]. 

<https://www.developer.tech.gov.sg/products/collections/data-science-and-artificial-

intelligence/playbooks/prompt-engineering-playbook-beta-v3.pdf>. 

 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://doi.org/10.1136/jamia.1994.95153427
https://doi.org/10.1016/j.jbi.2008.08.010
https://doi.org/10.1016/j.jbi.2019.103208
https://doi.org/10.1007/s10439-023-03272-4
https://doi.org/10.14309/ajg.0000000000002689
https://doi.org/10.1080/10875301.2023.2227621
https://levelup.gitconnected.com/a-comprehensive-guide-to-prompt-engineering-unveiling-the-power-of-the-costar-template-944897251101
https://levelup.gitconnected.com/a-comprehensive-guide-to-prompt-engineering-unveiling-the-power-of-the-costar-template-944897251101
https://www.developer.tech.gov.sg/products/collections/data-science-and-artificial-intelligence/playbooks/prompt-engineering-playbook-beta-v3.pdf
https://www.developer.tech.gov.sg/products/collections/data-science-and-artificial-intelligence/playbooks/prompt-engineering-playbook-beta-v3.pdf
https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/


  

49. Teo S. How I won Singapore’s GPT-4 prompt engineering competition [Internet]. 

Medium; 2024 Dec 28 [cited 2024 Apr 25]. <https://towardsdatascience.com/how-i-won-

singapores-gpt-4-prompt-engineering-competition-34c195a93d41> 

 

50. OpenAI. Prompt engineering [Internet]. OpenAI; [cited 2024 Apr 12]. 

<https://platform.openai.com>. 

 

51. Bhattacharyya M, Miller VM, Bhattacharyya D, Miller LE. High rates of fabricated and 

inaccurate references in ChatGPT-generated medical content. Cureus. 2023 

May;15(5):e39238. DOI: https://doi.org/10.7759/cureus.39238  

 

52. Giuse DA, Giuse NB, Bankowitz RA, Miller RA. Heuristic determination of quantitative 

data for knowledge acquisition in medicine. Comput Biomed Res Int J. 1991 

Jun;24(3):261–72. DOI: https://doi.org/10.1016/0010-4809(91)90048-2  

 

53. Kong A, Barnett GO, Mosteller F, Youtz C. How medical professionals evaluate 

expressions of probability. N Engl J Med. 1986 Sep 18;315(12):740–4. DOI: 

https://doi.org/10.1056/nejm198609183151206  

 

54. Giuse DA, Giuse NB, Miller RA. Evaluation of long-term maintenance of a large medical 

knowledge base. J Am Med Inform Assoc. 1995 Sep 1;2(5):297–306. DOI: 

https://doi.org/10.1136/jamia.1995.96073832  

 

55. Giuse NB, Giuse DA, Miller RA, Bankowitz RA, Janosky JE, Davidoff F, Hillner BE, 

Hripcsak G, Lincoln MJ, Middleton B. Evaluating consensus among physicians in 

medical knowledge base construction. Methods Inf Med. 1993 Apr;32(2):137–45.  

 

56. Zhang G, Jin Q, Jered McInerney D, Chen Y, Wang F, Cole CL, Yang Q, Wang Y, Malin 

BA, Peleg M, Wallace BC, Lu Z, Weng C, Peng Y. Leveraging generative AI for clinical 

evidence synthesis needs to ensure trustworthiness. J Biomed Inform. 2024 

May;153:104640. DOI: https://doi.org/10.1016/j.jbi.2024.104640  

 

57. Jerome RN, Giuse NB, Rosenbloom ST, Arbogast PG. Exploring clinician adoption of a 

novel evidence request feature in an electronic medical record system. J Med Libr Assoc 

JMLA. 2008 Jan;96(1):34–41. DOI: https://doi.org/10.3163/1536-5050.96.1.34  

 

58. Piwowar H, Priem J, Larivière V, Alperin JP, Matthias L, Norlander B, Farley A, West J, 

Haustein S. The state of OA: a large-scale analysis of the prevalence and impact of open 

access articles. PeerJ. 2018 Feb 13;6:e4375. DOI: https://doi.org/10.7717/peerj.4375  

 

59. STM. Uptake of open access [Internet]. STM; [cited 2024 Apr 25]. <https://www.stm-

assoc.org/oa-dashboard/uptake-of-open-access/>. 

 

60. Navigli R, Conia S, Ross B. Biases in large language models: origins, inventory, and 

discussion. J Data Inf Qual. 2023 Jun 22;15(2):10:1-10:21. DOI: 

https://doi.org/10.1145/3597307  

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://towardsdatascience.com/how-i-won-singapores-gpt-4-prompt-engineering-competition-34c195a93d41
https://towardsdatascience.com/how-i-won-singapores-gpt-4-prompt-engineering-competition-34c195a93d41
https://platform.openai.com/
https://doi.org/10.7759/cureus.39238
https://doi.org/10.1016/0010-4809(91)90048-2
https://doi.org/10.1056/nejm198609183151206
https://doi.org/10.1136/jamia.1995.96073832
https://doi.org/10.1016/j.jbi.2024.104640
https://doi.org/10.3163/1536-5050.96.1.34
https://doi.org/10.7717/peerj.4375
https://www.stm-assoc.org/oa-dashboard/uptake-of-open-access/
https://www.stm-assoc.org/oa-dashboard/uptake-of-open-access/
https://doi.org/10.1145/3597307
https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/


  

 

61. Dorr DA, Adams L, Embí P. Harnessing the promise of artificial intelligence responsibly. 

JAMA. 2023 Apr 25;329(16):1347–8. DOI: https://doi.org/10.1001/jama.2023.2771  

 

62. OpenAI. Introducing GPTs [Internet]. OpenAI; 2023 Nov 6 [cited 2024 Apr 25]. 

<https://openai.com/blog/introducing-gpts>. 

 

63. Consensus: AI search engine for research [Internet]. Consensus; [cited 2024 Apr 25]. 

<https://consensus.app/>. 

 

64. Scopus AI: Trusted content. Powered by responsible AI. [Internet]. Elsevier [cited 2024 

Apr 25]. <https://www.elsevier.com/products/scopus/scopus-ai>. 

 

65. Shah NH, Entwistle D, Pfeffer MA. Creation and adoption of large language models in 

medicine. JAMA. 2023 Sep 5;330(9):866–9. DOI: 

https://doi.org/10.1001/jama.2023.14217  

 

66. Trinquart L, Johns DM, Galea S. Why do we think we know what we know? A 

metaknowledge analysis of the salt controversy. Int J Epidemiol. 2016 Feb;45(1):251–60. 

DOI: https://doi.org/10.1093/ije/dyv184  

 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 3, 2024. ; https://doi.org/10.1101/2024.05.01.24306691doi: medRxiv preprint 

https://doi.org/10.1001/jama.2023.2771
https://openai.com/blog/introducing-gpts
https://consensus.app/
https://www.elsevier.com/products/scopus/scopus-ai
https://doi.org/10.1001/jama.2023.14217
https://doi.org/10.1093/ije/dyv184
https://doi.org/10.1101/2024.05.01.24306691
http://creativecommons.org/licenses/by/4.0/

