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ABSTRACT

Background Systemic sclerosis (SSc) is an autoimmune disease with high mortality with lung
involvement being the primary cause of death. Progressive interstitial lung disease (ILD) leads to
a decline in lung function (forced vital capacity, FVC% predicted) with risk of respiratory failure.
These patients could benefit from an early and tailored pharmacological intervention. However, up to
date, tools for prediction of individual FVC changes are lacking. In this paper, we aimed at developing
a trustworthy machine learning system that is able to guide SSc management by providing not only
robust FVC predictions, but also uncertainty quantification (i.e. the degree of certainty of model
prediction) as well as similarity-based explainability for any patient P (i.e. a list of past SSc patients
with similar FVC trajectories like P). We further aimed to identify the key clinical factors influencing
the model’s predictions and to use model-guided data representation to identify SSc patients with
similar sequential FVC measurements.
Methods We trained and evaluated machine learning (ML) models to predict SSc-ILD trajectory
as measured by FVC% predicted values using the international SSc database managed by the
European Scleroderma Trials and Research group (EUSTAR), which comprises clinical, laboratory
and functional parameters. EUSTAR records patients‘ data in annual assessment visits, and, given
any visit, we aimed at predicting the FVC value of a patient’s subsequent visit, taking into account all
available patient data (i.e. baseline and follow-up visit data up to the time point where we make the
prediction). For training of our ML models, we included 2220 SSc patients that had at least 3 recorded
visits in the EUSTAR database, were at least 18 years old, had confirmed ILD and sufficient clinical
documentation. We developed sequential ML models implementing the attentive neural process
formalism with either a recurrent (ANP RNN) or transformer encoder (ANP transformer) architecture.
We compared these architectures with baseline sequential models including gated recurrent neural
networks (RNNs) and multi-head self-attention transformer-based networks. Baseline non-sequential
models included tree-based models such as gradient boosting trees, and regression-based models
with varying regularization schemes. Our experiments used stratified 5-fold cross-validation to train
and test the models using the average root mean squared error (RMSE), weighted RMSE, and mean
absolute error (MAE) as performance metrics. We computed the coverage and Winkler score for
uncertainty quantification, SHAP values for grading the input features importance and used the data
embeddings of the ANP architectures for both similarity-based explainability and the identification of
similar SSc patient journeys.
Results Patients’ baseline FVC scores ranged from 22 to 150% predicted with a mean (SD) of
90.53% predicted (21.52). Our deep learning models showed better performance for FVC forecasting,
compared to tree- and regression-based models. The top performing ANP RNN architecture was able
to closely model future FVC values with average (SD) performance of 8.240 (0.168) weighted RMSE
and 6.94 (0.190) MAE that was further used as feature generator for a logistic regression trained to
predict a FVC% decline of at least 10% points achieving 0.704 AUC score. In comparison, a naïve
baseline using the mean FVC value as a predictor achieved much lower FVC forecasting capabilities,
with 18.718 (0.317) weighted RMSE, and 17.619 (0.599) MAE. SHAP value analysis indicated
that prior FVC measurements, diffusion of carbon monoxide (DLCO) values, skin involvement,
age, anti-centromere positivity, dyspnea and CRP-elevation contributed most to deep-learning-based
FVC predictions. Regarding uncertainty quantification, ANP RNN achieved 79% coverage (i.e. the
model would provide uncertainty estimates that included the true future FVC value in 79 out of
100 predictions) out of the box, and 90% using an additional conformal prediction module with an
corresponding Winkler score of 892 (indicating the width of the uncertainty estimate plus penalty for
mistakes), smaller than any other model at the same coverage level. We further demonstrate how the
data abstraction provided by the ANP RNN model (embeddings) allows for deriving similar patient
trajectories (for similarity-based explanation).
Conclusions Our study demonstrates the feasibility of FVC forecasting and thus the ability to predict
ILD trajectories in individual SSc patients using deep learning. We show that model predictions can
be paired with uncertainty quantification and similarity-based model explainability, which are crucial
elements for deploying trustworthy ML algorithms. Our study is thus an important first step towards
reliable automated ILD trajectory (i.e. FVC%) prediction system with potential clinical utility.

Keywords patient trajectory ⋅ time series ⋅ scleroderma ⋅ systemic sclerosis ⋅ prediction ⋅ forecasting ⋅ machine learning ⋅
attentive neural processes ⋅ conformal prediction
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1 Introduction

Systematic Sclerosis (SSc) is a chronic autoimmune disease with prominent characteristics of vascular damage,
dysregulation of the immune system and progressive fibrosis affecting different tissues and organs [1, 2]. One of
the consequences of the excessive deposition of extracellular matrix is the development of interstitial lung disease
(ILD) leading to progressive structural and functional worsening of the affected tissue. With ILD as one of the
major complications and leading causes of death of SSc [3], patients diagnosed with SSc are subjected to repeated
comprehensive clinical assessments to identify early signs of deterioration of lung function or to monitor disease
progression in order to enable optimized treatment and course of actions. The current practice includes high resolution
computer tomography (HRCT) of the chest to diagnose and asses the extent of lung fibrosis in combination with
pulmonary function tests (PFTs) to assess disease severity. Recently, computational analysis of HRCT-derived metadata,
i.e. radiomics, showed prognostic potential for the prediction of progression-free survival of patients with SSc-ILD
[4]. The prognostic value of PFTs have been evaluated by N. Goh et al, who concluded that changes in forced vital
capacity (FVC) and diffusing capacity of carbon monoxide (DLCO) compared to the baseline can be used for the
assessment of ILD progression [5], [6]. Since there is a large variation between patients with respect of disease severity
and progression (progressive ILD associated with higher mortality rate as compared with stable disease course [7][8]),
the key of successful disease management depends on the ability to assess and predict the lung function trajectory of
the individual SSc-ILD patient in order to provide optimized management strategies.

Recent studies reported a few biomarkers including anti-topoisomerase I and multiple inflammatory markers as predictor
candidates for SSc-ILD progression, however their further evaluation is still required [9, 10]. Wu et al. developed
the SPAR prediction model deriving SpO2 after 6 minutes walk and presence of arthritis as two independent factors
for SSc-ILD progression [11]. Furthermore, Kaenmuang et al. have identified gender (male) and no previous aspirin
treatment in a relative small unique cohort (78 patients) as alternative predictive factors [12]. On the other hand,
Hoffman-Vold et al., separately examined risk factors predictive ILD progression within 1 year and 5 years [13] using a
significantly larger cohort from the EUSTAR database (826 ILD patients). Their analysis concluded that presence of
reflux/dysphagia, high baseline of mRSS and value of FVC at 12 months as well as male sex, older age and higher
DLCO were significant predictive factors of FVC decline within the 5 year time window. However, despite these
significant efforts, to date there is no confirmed clinical parameter or biomarker that could predict SSc-ILD progression
on an individual level as well as there is no clear consensus on screening frequency and methodology [9].

The underlying reasons include not only the different size and characteristics of cohorts used in the aforementioned
retrospective studies [12, 13, 11], but potentially the used data analysis approaches which are mainly based on uni- and
multivariate linear/logistic regression. In recent years, machine learning (ML) has shown great potential to extract
actionable insights from medical data which can be used to support clinical decision making [14, 15]. For example, Yan
et al. successfully combined genetic and imaging data for predicting of progression of age-related macular degeneration
[16]. Furthermore, ML frameworks were developed to predict rapid coronary plaque progression to identify patients at
risk, as well as to assess the importance of clinical parameters [17]. Similarly, Garaiman et al. assessed the performance
of vision transformer (deep learning image based model) for identifying distinct signs of microangiopathy using nailfold
capilloroscopy images of patients with SSc [18].

1.1 Our contribution

In this study, we modeled SSc-ILD trajectories as a regression problem by developing ML algorithms for the prediction
of future FVC% values. We built patients’ trajectories (i.e. timelines) out of the recorded events extracted from the
patient’s information while preserving the temporal progression and the history for every patient in the database. As
part of our contribution, (1) we propose an adaptation for the attentive neural process formulation [19] to model the
FVC% predicted values in patients’ trajectories. (2) We further compare our proposed model architecture to a wide
array of ML models such as gated recurrent neural network [20, 21], transformer network [22] and other baseline ML
models. (3) We then study and assess the uncertainty estimates of the predicted outcomes by our model and contrast it
to a common post-hoc approach for uncertainty estimation used in neural network models. (4) We further experiment
with conformal prediction procedure [23, 24] to improve the uncertainty estimates provided by the trained models, and
(5) lastly report on the main features contributing in model’s prediction decision using (a) SHAP values and (b) data
embedding computed by our model for similarity-based explainability.
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2 Materials and Methods

2.1 Data source and data extraction

Our study used the EUSTAR database that has been extensively described previously in [25, 26]. Briefly, the database
is managed and maintained by the European Scleroderma Trials and Research group and contains data from more than
15’000 patients from more than 200 sites. The database provides longitudinal observational data documenting each
patient’s visit including sociodemographics, clinical, laboratory and functional data, and information on therapy.

In our study, we included all patients who fulfilled the following criteria: (1) aged ≥18 years; (2) fulfilled criteria of the
2013 American College of Rheumatology/European League Against Rheumatism SSc classification [27] (3) presence of
ILD confirmed by high resolution HRCT (high resolution computed tomography) or X-ray of the chest; (4) documented
FVC% predicted and DLCO% predicted measurements; (5) availability of at least 3 visits in their timeline.

2.1.1 Patients trajectory processing

The extracted patient information was preprocessed to build trajectories (i.e. timelines) out of the recorded events while
preserving the temporal progression and the history for every patient. Formally, we denote each visit at time t by a
feature vector xt ∈ Rdx encoding sociodemographics, clinical data, and information on medication used. For each of
these visits in the trajectory, the aim was to predict the future FVC% value recorded in the subsequent visit at t + δt
denoted by yt+δt ∈ Rdy .

2.2 Patients’ characteristics

The final dataset included 2220 patients with an average age of 53.42 years (at baseline) with 83% females. The
demographic characteristics of patients included: age, sex, smoking habits and ethnicity that were simplified as reported
in Table 1. Patients’ characteristics assessed at every visit including the FVC% and DLCO% measurements are
summarized in Tables 2 and 3. On average, the enrolled patients had 5.94 ±2.96 visits, ranging from 3 to 19 visits
as reported in Figure 1. A plot of the whole patient trajectories is reported in Figure 2 and Figure 11 in Appendix.
Additionally, presence or absence of a selected set of treatment data was included in the modeling. A list of all features
used to train the ML models is reported in Appendix E.

Table 1: Demographic characteristics of all patients

Parameter Total (N=2220) Missing data (%)
Age∗, years (SD) 53.42 (12.91) 0
Male, n (%) 370 (16.67) 0
Visits, n (SD) 5.92 (2.97) 0
Smoker, yes (no) 603 (1418) 8.96
Ethnicity, n 10.95

White 1880
Hispanic 12
Asian 36
Black 29
Middle-eastern 7
Maghrebis 15
Other 12

Table 2: Clinical data - numerical features
Parameter Mean Std Missing values (%)

Erythrocyte sedimentation rate (mm/h) 23.32 18.29 13.20
FVC% predicted 90.53 21.52 0.00
DLCO% predicted 62.32 19.61 0.00
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Table 3: Clinical data - categorical features
Parameter Categories Values (%)

Raynaud’s present No 5.25
Raynaud’s present Yes 92.03
Raynaud’s present Missing 2.72
Esophageal symptoms (dysphagia, reflux) No 39.72
Esophageal symptoms (dysphagia, reflux) Yes 59.22
Esophageal symptoms (dysphagia, reflux) Missing 1.06
ANA positive No 2.72
ANA positive Yes 87.92
ANA positive Missing 9.36
RNA Polymerase III positive No 52.78
RNA Polymerase III positive Yes 3.13
RNA Polymerase III positive Missing 44.09
Muscle weakness No 80.8
Muscle weakness Yes 15.6
Muscle weakness Missing 3.6
Dyspnea (significant) No 82.86
Dyspnea (significant) Yes 11.33
Dyspnea (significant) Missing 5.81
CRP-Elevation No 69.71
CRP-Elevation Yes 21.83
CRP-Elevation Missing 8.46
Renal crisis No 96.9
Renal crisis Yes 1.12
Renal crisis Missing 1.97
Joint synovitis No 87.7
Joint synovitis Yes 9.75
Joint synovitis Missing 2.55
Tendon friction rubs No 88.77
Tendon friction rubs Yes 6.93
Tendon friction rubs Missing 4.3
Extent of skin involvement Only_sclerodactyly 9.17
Extent of skin involvement Limited_cutaneous_involvement 44.26
Extent of skin involvement Diffuse_cutaneous_involvement 35.76
Extent of skin involvement No_skin_involvement 7.04
Extent of skin involvement Missing 3.77
Digital Ulcers Previously 23.14
Digital Ulcers Current 7.94
Digital Ulcers Never 24.84
Digital Ulcers Missing 44.08
Dyspnea (NYHA-stage) 1 45.66
Dyspnea (NYHA-stage) 2 37.52
Dyspnea (NYHA-stage) 3 10.07
Dyspnea (NYHA-stage) 4 1.26
Dyspnea (NYHA-stage) Missing 5.49
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Figure 1: Distribution of the number of visits across patients.
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Figure 2: Line plot of patients’ trajectories spanning 20 years of events.

2.3 Disease progression modelling

Given a patient’s temporally ordered sequence of visits x = [x1, ..., xt, ..., xT ] where each visit is represented by a
dx-dimensional feature vector (xt ∈ Rdx), we aim at predicting the next visit’s recorded outcome yT+δT (i.e. FVC%
predicted value) based on all visits available in the past trajectory (in this case t ∈ [1,⋯, T ]).

Hence, for a given visit xt, a model will use all available visits up to t (i.e. [x1,⋯, xt]) to predict the subsequent visit
outcome at t+ δt denoted by yt+δt ∈ Rdy . As a result, an input sequence represented by matrix X ∈ RT×dx will generate
an outcome sequence matrix Y ∈ RT×dy . Given a training set Dtrain = {(xi,yi)}

N
i=1 consisting of N input-output

sequence pairs, the goal is to learn a model (i.e. function map f ) by minimizing an objective function L(f,Dtrain) that
measures the discrepancy between sequence of reference outcome values yi and its corresponding predicted outcome
values ŷi in the training dataset.

In the following sections, we describe the different modelling approaches used in this study to learn a parametrized
function f(θ) minimizing the defined differentiable objective function by finding "optimal weights" θ where θ =
argminθ L(f,Dtrain).
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2.4 Recurrent neural network (RNN)

We used recurrent neural networks (RNN) that is suited for modeling sequential and temporal data with varying length
[28, 29]. RNNs computes a hidden vector at each time step (i.e. state vector ht at time t), representing a history or
context summary of the sequence using the input and hidden states vector form the previous time step. This allows the
model to learn long-range dependencies where the network is unfolded as many times as the length of the sequence it is
modeling. In this work, we used gated recurrent unit (GRU) [20, 30] to overcome the vanishing/exploding gradient
challenges [31, 32, 29] by updating the computation mechanism of the hidden state vector ht through the specified
equations in Appendix C. An output layer is added on top that maps the hidden state vector representation to the
outcome representing FVC value at future time point. We will refer to the GRU based model by RNN throughout the
paper.

2.5 Transformer network

Another model architecture we explored in modelling disease progression is Transformer network [22]. The model
has three main blocks: An (1) Embedding block that embeds both the features and corresponding absolute position
to a dense vector representation (we also experimented with time embedding variation replacing position embedding
component). An (2) Encoder block that contains (a) a multi-head self-attention layer, (b) layer normalization & residual
connections, and (c) feed-forward network. Lastly, an (3) Output block representing a regression layer for predicting
the subsequent visits FVC% predicted value. A formal description of each component of the model is described in their
respective sections in the Appendix C.

2.6 Attentive Neural Processes (ANP)

Attentive Neural Processes (ANP) [19] is an extension to Neural Processes [33], an approach that learns a distri-
bution over functions mapping the input to output from a training set (i.e. learning a posterior distribution over
f the underlying function mapping input to output) that is further used to make inference for test points. ANP
defines an infinite family of conditional distributions conditioning on arbitrary number of contexts (i.e. set of
input-output pairs (xC ,yC) = {(x1, y1), (x2, y2),⋯, (xC , yC)}) to model arbitrary number of targets (xM ,yM) =

{(x1, y1), (x2, y2),⋯, (xC , yC),⋯, (xM , yM)} invariant to the ordering of both the contexts and targets where C ⊂M
Eq. 25 in Appendix C. In this work, we adapt ANP to model patient trajectories (i.e. timeseries data) where causal
temporal ordering is preserved and we describe the adaptation of the modeling approach from this perspective.

ANP comprises of an (1) Encoder block that uses two paths (a) deterministic and (b) latent path, and (2) Decoder
block that maps the computed representation from the encoder block to the the target output (Figure 3). In this study,
we first used a time series encoder that embeds the raw input for both the context and target events, then pass the learned
representations to the encoder blocks Φ and Ω (as shown in Figure 3). We experimented with two model variations: the
first used a gated RNN for all the encoder blocks and is denoted by ANP RNN, and the second used transformer based
encoder blocks and is denoted by ANP transformer.
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Figure 3: Attentive Neural Processes architecture for timeseries
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2.7 Objective/Loss Function

2.7.1 MSE Loss

The objective function for RNN and transformer model variations used mean squared error measuring the discrepancy
between patient’s reference outcome values yi and its corresponding predicted outcome values ŷi in the training dataset
Eq. 1.

LMSE
=

1

N

N

∑
j=1

1

T

T

∑
t=1
(ŷjt − y

j
t )

2 (1)

2.7.2 ANP Loss

For the ANP model variations, the model parameters were optimized by maximizing the evidence lower bound (ELBO).
This translates to maximizing the loglikelihood of the outcome targets and minimizing the Kullback–Leibler divergence
(i.e. relative entropy) between the computed summaries of the targets and the contexts Eq. 2. For a training set with
N samples, for each sample, a random set of contexts and targets are generated, a sample loss is computed and then
averaged across all samples to compute total ANP loss Eq. 3. Lastly, we experimented with a mixed loss that is a
convex combination between MSE and ANP loss using γ ∈ [0,−1].

LELBO
= log p(yM ∣xM ,xC ,yC) ≥ Eq(z∣s∗

M
)[log p(yM ∣xM , r∗C , z)] −DKL(q(z∣s

∗
M)∣∣q(z∣s

∗
C) (2)

LANP
= −

1

N

N

∑
j=1

LELBO
j (3)

Lmixed
= γLANP

+ (1 − γ)LMSE (4)

An l2-norm regularization term λ (i.e. hyperparameter) applied to the model weights and was used in all the loss formu-
lations. The training was done using mini-batches, computing the loss function and updating the parameters/weights
occurred after processing each mini-batch of the training set.

2.8 Baseline non-sequential models

For baseline models, we trained linear regression models such as Ridge, Lasso, and ElasticNet, and tree-based regression
models such as Random Forest, Histogram-based Gradient Boosting Tree, and eXtreme Gradient Boosting (XGBoost).

3 Experimental setup

We followed a stratified 5-fold cross-validation scheme, in which the dataset was split into 5 folds, each having a
training and test set size of 80% and 20% of the data, respectively, and a validation set size of 10% of the training
set in each fold (used for hyperparameter selection in case of neural models). For each fold, a model was trained
on the training sequences and then evaluated on the corresponding test sequences of that fold. Model performance
was evaluated using root mean squared error (RMSE), and weighted RMSE (which corresponds to computing RMSE
for each patient separately and then taking average across all patients). The weighted RMSE metric is analogous to
length-wise weighting where the model performance is captured across wide range of sequence lengths (especially for
shorter sequences). During models’ training, the epoch in which the model achieved the best harmonic mean between
both scores on the validation set was recorded, and model state as it was trained up to that epoch was saved. This best
model, as determined by the validation set, was then tested on the test split. The evaluation of the trained models was
based on their average performance on the test sets across the 5 folds.

3.1 Hyperparameter search

We used a uniform random search strategy [34] that randomly chose a set of hyperparameters configurations (i.e.
embedding dimension, number of hidden layers, dropout probability, etc.) from the set of all possible configurations
and trained corresponding models on each fold using their respective training and validation data only. Then the best
configuration for each model (i.e. the one achieving best performance on the validation set) was used for the final
training and testing for the corresponding fold. The range of possible hyperparameters configurations (i.e. choice of
values for hyperparameters) for trained models is reported in Appendix D.
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For baseline models, we used random search strategy over each model’s specific hyperparameter space using 2-fold
cross validation on the combined training and validation set of each fold of the 5 folds separately. Then the model
achieving best performance is retrained and tested on each of the the corresponding fold.

3.2 Uncertainty quantification

We denote the lower and upper uncertainty prediction for an i−th patient at time t by [lit, u
i
t] respectively. A model

might estimate outcome uncertainty in terms of the variance (or standard deviation σŷi
t
) of its generated prediction ŷit to

create an interval [ŷit − σŷi
t
, ŷit + σŷi

t
]. Hence, we can evaluate the generated interval using (a) coverage, defined by

the average number of times the true outcome yit lies within the predicted uncertainty interval, and (b) winkler score
[35], defined by Eq. 5 that evaluates the average width of the prediction interval (i.e. the tightness of the uncertainty
estimate or prediction interval) while penalizing incorrect predictions outside the interval. The score is computed for all
prediction events for the patients in the test set to get an overall score.

wscoreit =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

(ui
t − l

i
t) +

2
penalty

(lit − ŷ
i
t) if ŷit < l

i
t

(ui
t − l

i
t) else if lit ≤ ŷ

i
t ≤ u

i
t

(ui
t − l

i
t) +

2
penalty

(ŷit − u
i
t) else if ŷit > u

i
t

(5)

For ANP RNN models, we used the estimated uncertainty (i.e σANP
ŷi
t

Eq. 38) to construct the prediction intervals
and compute the coverage and winkler scores. For RNN models, we used Monte Carlo Dropout (MCDropout) [36]
where during inference time, a model ran for multiple rounds with dropout layers activated (i.e. dropping out randomly
neurons) and a prediction is made for each round. Then we computed the average µRNN

ŷi
t

and standard deviation σRNN
ŷi
t

of these predictions to build a predictive distribution. The process of dropping out neurons is analogous to creating
a new variant of the model/architecture where the prediction of this network is considered as a new sample from the
space of models corresponding to different dropout configurations.

Additionally, we used split conformal prediction [23] to improve the uncertainty estimates computed by the RNN and
ANP RNN models by turning them into rigorous prediction intervals with certain coverage guarantees. The idea is to
compute non-conformity scores using the validation data quantifying the error (i.e. distance) between the prediction and
the true outcome ∣ŷit −y

i
t∣, and weighted by the inverse of the uncertainty u(ŷit) estimated by the models (i.e. σRNN

ŷi
t

and

σANP
ŷi
t

). Then we determine q̂ to be the emperical ⌈(n+1)(1−α)⌉
n

quantile of the non-conformity scores (i.e. computed
using the validation data) where 1 − α is the desired coverage. We chose α = 0.1 (i.e. aimed for coverage ≥ 90%) and
the updated prediction intervals will be [ŷit − q̂σŷi

t
, ŷit + q̂σŷi

t
] where the prediction ŷit and standard deviation σŷi

t
are

computed by the evaluated models (i.e RNN and ANP RNN). We then computed the coverage and winkler scores
evaluating the newly updated prediction intervals.

3.3 Post-hoc explainability

3.3.1 Patient similarity based explainability

We evaluated the usefulness of the computed latent representations from our ANP model (i.e. computed vector
representation) to retrieve similar patients. Given a patient journey/history representation at a prediction time-point,
we computed distances (such as L1, L2, and cosine) to all other representations and selected the k closest patient
embeddings.

We matched the computed patient representations from the test set to their closest representations in the train set,
such that we found the subset of nearest neighbour representations. Then using k−NN regression, we compared
the representation’s future FVC% with the average FVC% of their closest matched set. We evaluated the prediction
performance in two cases when using k−NN with (a) the computed representation from the ANP model and (b) the raw
input features.

3.3.2 Feature importance derived from similarity assessment

Once we established the "predictive utility" of summarizing patient’s timeline using the computed latent representation
from the ANP model, we inspected the role of each raw input feature in the similarity computation between an index
patient and their subset of nearest neighbours’ latent representations.
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For continuous features, we computed the average absolute distance (AAD) between the input feature values of the
patients in the test set (Rtest) and the average value in their matched set Ne (in the training data). In this setup, the raw
input features represent a running average of the input features across the past visits in the trajectory up to the event/visit
where we predict the future FVC outcome. We also computed a modified version denoted by the standardized AAD,
dividing the AAD by the standard deviation of the feature:

AAD =
1

∣Rtest ∣
∑

e∈Rtest

∣ xc
e −

1

∣ Ne ∣
∑

e′∈Ne

xc
e′ ∣,

where xc
e is the value of the continuous feature c for patient embedding vector e. This average distance quantifies the

average deviation of the feature values in the nearest neighbours subset from the feature values of the index patient. The
smaller the distance is, the bigger the influence/contribution of the feature in the similarity computation.

Similarly for categorical features, we computed the average absolute distance between the categorical input feature
values of the reference patients in the test set (Rtest) and the average value in their matched set Ne (in the training
data). A major difference with respect to the continuous case is that we only considered available (i.e. present) features
for each reference patient when performing the computation. This allows to distinguish between the features that are
commonly present and influential in the similarity computation (i.e. has small distance) from the ones that are frequently
not present.

4 Results

Patients’ FVC% measures ranged from 22 to 150% predicted with a mean (SD) of 90.53% predicted (21.52). Overall,
sequential neural models showed better performance compared to tree- and regression-based models where RNN and
ANP RNN (both versions) achieved best performance with average (SD) 8.243 (0.185), 8.240 (0.168) weighted RMSE,
and 6.935 (0.211), 6.94 (0.190) MAE, respectively (Table 4). Lasso and Histogram-based gradient boosting regressor
were best among baseline models with average 8.479 (0.201), 8.524 (0.329) weighted RMSE, and 7.121 (0.219), 7.173
(0.386) MAE respectively. In comparison, a naïve baseline using the mean FVC% predicted value as a predictor would
achieve 18.718 (0.317) weighted RMSE, and 17.619 (0.599) MAE. Then we used the ANP RNN model predictions
along the learned latent embedding as input to two separate logistic regression models trained to predict an FVC%
decline and FVC% increase of at least 10% points and achieved an average of 0.704 and 0.70 AUC scores respectively
across the 5-folds.

When comparing uncertainty estimates from the models predictions (Table 5), ANP RNN models achieve up to 79%
coverage on average compared to RNN models with Monte Carlo dropout (for varying number of runs) with an average
of 17.5% (Figure 8a). A large difference between both models is also observed when comparing their winkler scores
(smaller score is better) that take into consideration the average length of the prediction interval (i.e. uncertainty
estimates) while penalizing incorrect predictions outside the interval. Adding conformal prediction (i.e. conformalizing
the models’ prediction and uncertainty estimate scores), with α = 0.1 (i.e. aimed for coverage ≥ 90%), all models
achieved the desired coverage while ANP RNN still having the lowest winkler score (Table 5 and Figure 8b). Though,
the gap between RNN and ANP RNN winkler scores is drastically reduced when using conformal prediction procedure.

To evaluate the utility of the summary (i.e. latent representation) computed by our ANP, we used k−NN regression
on the latent embeddings model for the patient’s journey/trajectory by comparing the future FVC% values of the
embeddings in the test set with the average values of their most similar embeddings, as computed by k−NN regression
on the latent embeddings. We further compared the performance of our approach to the performance of a k−NN
algorithm applied to the raw data. The k-NN model on the latent representations was a clear winner achieving better
performance compared to using raw input features (see Figure 4a vs. Figure 4b).

We then investigated the models’ features attribution (i.e. importance) using the SHAP scores from the trained LASSO
models (i.e. best baseline models) across the five folds. The features were ranked based on their importance from the
top-10 features across the five trained models (i.e. based on 5-folds), then averaged and reported in Figure 5a. Multiple
related features (such as categorical ones) were joined using the sum of their SHAP scores. Previous measurement of
FVC% predicted, extent of skin involvement, previous measurement of DLCO%, therapies (documented and missing
indicators), anti-centromere positivity, age, dyspnea, CRP elevation and digital ulcers were the top-10 consistent features
across the 5-folds. Inspecting the main contributing features, previous FVC and DLCO values (i.e. relative to the
next prediction event), were positively correlated with the SHAP scores indicating higher previous values had positive
influence and lower previous values had negative influence on future prediction of FVC values respectively Figures
5b, 5c. Patients being diagnosed with diffuse and limited cutaneous skin involvement had a negative influence (based
on their SHAP scores) on the prediction of future FVC values in contrary to patients with no skin involvement Figure
5d. Prescribed therapies such as methotrexate, chloroquine/hydroxychloroquine, mycophenolic acid, and rituximab
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have a positive influence on the prediction of next FVC value Figure 5e. Furthermore, being diagnosed with significant
dyspnea or dyspnea NYHA 3 have negative influence on the prediction of future FVC values in contrary to not having
significant dyspnea or being diagnosed with a first stage NYHA dyspnea Figures 5g, 5i. Lastly, having no CRP elevation
affects positively the prediction Figure 5h in contrary to having digital ulcers that affects negatively the prediction of
future FVC scores Figure 5f.

Following our similarity-based analysis to compute feature importance as described in subsubsection 3.3.2, Figure 9
provides insights into the nearest neighbour attribution mechanism at the patient level. The features are ranked from the
most to least important for both the continuous and categorical features. Overall, the top features overlap with the SHAP
analysis highlighting the importance of previous FVC% and DLCO% values along with time difference between events
and time to prediction. Moreover, using the patient similarity approach, we can inspect and visualize the characteristics
(i.e. features) of each reference patient and their nearest neighbors from the training set as shown in both Figures 12
and 13. We can identify the top most-similar features between the reference patient and nearest neighbors in addition to
providing the FVC% predictions from the neural model, k-NN model and all FVC% values from nearest neighbors.

We further inspected the latent vector representation z computed by the ANP RNN model for every prediction event in
patients’ trajectories (from the test sets), and visualize it using tSNE [37] (embedding the vectors in R2) to become
points with 2D coordinates Figure 6. Then we highlighted each point (i.e. representing the tSNE embedding of z) with
different annotations corresponding to the main features describing the event such as current DLCO value, dyspnea
status, ACA status, extent of skin involvement, time elapsed from the first event of a patient’s trajectory, and the
predicted future FVC% predicted value. Overall, we see an agreement with the SHAP attribution analysis of the
baseline model, where patients predicted with higher FVC values had higher current DLCO values and/or ACA positive
status, and patients predicted with lower FVC values had significant dyspnea and/or diffuse cutaneous skin involvement
and the inverse was true.

Lastly, we analyzed the best sequential models’ performance (i.e. RNN and ANP RNN) as a function of therapy
documentation (i.e. defined as the percentage of visits in a patient’s trajectory that had documentation about therapy
- i.e. not missing) and coverage (percentage of visits that had present (available) therapies in a patient’s trajectory).
A therapy documentation or coverage ≥ 0 means we computed the models’ performance using all patients, and as
we incrementally increased the therapy documentation or coverage criterion, we evaluated the models’ performance
on patients with higher ratio of therapy. We observed on average a decreasing trend in RMSE and weighted RMSE
indicating better performance with more comprehensive therapy documentation history (Figures 7 and 10).

Model name RMSE ↓ MAE ↓ weighted RMSE ↓

Ridge 10.3305 (0.4858) 7.1525 (0.2138) 8.512 (0.2043)
Lasso 10.319 (0.4807) 7.1208 (0.2197) 8.479 (0.2014)
ElasticNet 10.3366 (0.4787) 7.1619 (0.2352) 8.5083 (0.2004)
RandomForest 12.4726 (0.8005) 9.3146 (0.6632) 10.6446 (0.6859)
HistGradientBoosting 10.3678 (0.634) 7.1739 (0.386) 8.5246 (0.329)
XGBoost 10.5504 (0.6481) 7.36 (0.372) 8.7132 (0.2875)
Naive baseline (mean regressor) 21.9035 (0.9234) 17.6191 (0.5991) 18.7187 (0.3178)
Transformer 10.0653 (0.3552) 7.272 (0.1737) 8.5283 (0.1555)
ANP Transformer 10.1517 (0.3274) 7.2245 (0.1546) 8.3697 (0.1589)
ANP RNN v1 9.9266 (0.3356) 6.9433 (0.1901) 8.2407 (0.1684)
ANP RNN v2 9.9292 (0.3848) 6.9359 (0.2383) 8.249 (0.2483)
RNN GRU 9.8325 (0.4312) 6.935 (0.2113) 8.2435 (0.1856)
RNN GRU + MCdropout 50 9.8364 (0.4325) 6.9427 (0.2162) 8.2445 (0.1905)
RNN GRU + MCdropout 150 9.8364 (0.4284) 6.9438 (0.2165) 8.2493 (0.1878)
RNN GRU + MCdropout 250 9.835 (0.4336) 6.9422 (0.2188) 8.2464 (0.192)
RNN GRU + MCdropout 350 9.8328 (0.432) 6.9408 (0.2171) 8.2437 (0.1888)

Table 4: Models’ average performance across 5-folds

Discussion

Our study demonstrates the feasibility of predicting SSc-ILD patients’ future FVC values, i.e. lung function trajectories,
on an individual base using machine learning. Overall, sequential models achieved the best performance compared
to tree-based and regression models, with recurrent neural network and attentive neural process variations having the
lowest RMSE, MAE and weighted RMSE scores. These models would need only one baseline measurement (in case of
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Model name Uncertainty option Coverage ↑ Winkler score ↓

ANP RNN v1 without conformal 0.7904 (0.0126) 892.0797 (31.7178)
ANP RNN v2 without conformal 0.7614 (0.0164) 923.9874 (30.5841)
RNN GRU + MCdropout 50 without conformal 0.1758 (0.0195) 1975.736 (50.4934)
RNN GRU + MCdropout 150 without conformal 0.175 (0.0202) 1973.4618 (49.1788)
RNN GRU + MCdropout 250 without conformal 0.1751 (0.0178) 1973.1592 (49.3333)
RNN GRU + MCdropout 350 without conformal 0.1755 (0.0196) 1971.9194 (49.4922)
ANP RNN v1 with conformal 0.906 (0.008) 809.8279 (21.0748)
ANP RNN v2 with conformal 0.9104 (0.0081) 809.4406 (27.1039)
RNN GRU + MCdropout 50 with conformal 0.9096 (0.0064) 830.3433 (35.3971)
RNN GRU + MCdropout 150 with conformal 0.9085 (0.0044) 823.6299 (37.9355)
RNN GRU + MCdropout 250 with conformal 0.9108 (0.0061) 823.4323 (35.4284)
RNN GRU + MCdropout 350 with conformal 0.9105 (0.0071) 822.3499 (35.1556)

Table 5: Evaluation of models’ uncertainty prediction across 5-folds

0 50 100 150
k neighbors

10

11

12

13

14

R
M

S
E

0 50 100 150
k neighbors

7

8

9

10

M
A

E

Distance metric
Cosine
l1
l2

(a) Performance of k−NN prediction using latent embedding from ANP RNN v2
model as a function of number of neighbors used

0 50 100 150
k neighbors

18

20

22

24

R
M

S
E

0 50 100 150
k neighbors

14

15

16

17

18

19

20

M
A

E

Distance metric
Cosine
l1
l2

(b) Performance of k−NN prediction using raw input feature vectors as a function of
number of neighbors used

Figure 4: k−NN regression using latent embedding vs. raw input features
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(b) SHAP values of previous FVC feature plotted for the 5-fold
models.
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(c) SHAP values of previous DLCO feature plotted for the 5-fold
models.
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(d) SHAP values of extent of skin involvement feature plotted for
the 5-fold models.
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(e) SHAP values of medications features plotted for the 5-fold
models.
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(f) SHAP values of ACA positive feature plotted for the 5-fold
models.
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(g) SHAP values of Dyspnea (significant) feature plotted for the
5-fold models.
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(h) SHAP values of CRP elevation feature plotted for the 5-fold
models.
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(i) SHAP values of Dyspnea (NYHA stage) feature plotted for the
5-fold models.
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(j) SHAP values of Digital Ulcers feature plotted for the 5-fold
models.

Figure 5: Feature importance using SHAP scores for the 5-fold models
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Figure 6: tSNE embedding of latent path vector z from ANP RNN v2 model computed for every future prediction event
in one of the test set folds.
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Figure 7: Performance versus therapy documentation
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Figure 8: Models uncertainty evaluation with and without conformal prediction.
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RNN) and two measurements (in case of ANP) as input to start predicting the future FVC% values. Moreover, our study
suggests that attentive neural process based models can provide uncertainty quantification on the predicted outcomes
out of the box with an average coverage of 79%. In contrast, running RNN based models with Monte Carlo dropout
achieved little less than 18% coverage. As it is a common approach to use Monte Carlo dropout [36] with trained neural
network models to provide a notion of uncertainty, we show that this is suboptimal compared to using uncertainty
estimates from a trained attentive neural process model. Furthermore, using split conformal prediction [23] to adjust the
uncertainty estimates from both models proved to be a viable strategy, achieving the desired coverage while generating
tighter uncertainty estimates. This provides additional evidence for the efficacy of using conformal prediction as a
post-hoc model-independent procedure for creating uncertainty estimates on the predicted outcomes.

The analysis of feature importance (or feature attribution) in the model’s prediction revealed the main features that
align with the literature on the potential risk factors for predicting ILD progression. Similar to previous findings, our
analysis also indicates that for the prediction of FVC% predicted values, the main features include previous FVC and
DLCO measures [38, 39, 13], as well as other factors such as extent of skin involvement, age, CRP elevation, and
dyspnea being among the top 10 identified predictors [12, 13, 38, 40, 41]. Moreover, our analysis identified additional
features such as the presence of ACA, digital ulcers and immunomodulating therapies that play a role in the prediction
of future FVC values. These features were also highlighted when visualizing the latent representation computed by the
attentive neural process model showing that compressing the patient trajectory into this representation is useful for the
prediction of future FVC values. In addition, computing patient similarity allowed us to provide additional inspection
mechanisms to demonstrate the overall patient trajectory and the visit level characteristics of the reference patient and
their corresponding nearest neighbors. This information helps to offer additional insight between input features and
the predicted outcome while giving the physicians access to multiple outcome possibilities (corresponding to nearest
neighbor future FVC% predicted values) in addition to the trained model’s prediction.

Lastly, we showed the importance of therapy documentation/coverage and its effect on improving models’ prediction
performance. Having patients with more detailed therapy documentation, a model can further use this information to
improve its prediction. Thus, it is important to have accurate and complete documentation of therapies in healthcare
datasets if we aim to build better prediction models in the future.
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DLCO Diffusion Capacity of the Lungs for Carbon Monoxide
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[2] Sobolewski, P., Maślińska, M., Wieczorek, M., Łagun, Z., Malewska, A., Roszkiewicz, M., Nitskovich, R.,
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A Additional figures
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(a) Ranking of the continuous features using similarity based
feature importance.
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(b) Ranking of the categorical features (grouped into main vari-
ables) using similarity based feature importance.

Figure 9: Feature importance computation using similarity assessment.
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(a) Models average RMSE performance as function of therapy
coverage (% of present therapies/medications in a patient’s time-
line).
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(b) Models average weighted RMSE performance as function of
therapy coverage (% of present therapies/medications in a patient’s
timeline).

Figure 10: Performance versus therapy coverage
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(a) Line plot of patients’ trajectories of length between 3 and 5 events.
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(b) Line plot of patients’ trajectories of length between 6 and 10 events.
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(c) Line plot of patients’ trajectories of length between 11 and 20 events.

Figure 11: Line plot of patients’ trajectories stratified by number of events in timeline.
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B Patient trajectory plots

Figures 12 and 13 demonstrate two patient trajectories with their outcome prediction generated by ANP RNN v2 model.
Moreover, each event/visit in the patient’s trajectory (for example Figure 12), is inspected and visualized reporting
the top-10 similar (a) continuous, (b) categorical and (c) therapy/medication features between the reference patient
and their closest (i.e. most similar) neighbors averaged for each of these features. We followed the patient similarity
approach we described in subsubsection 3.3.1, where for each reference patient representation (latent representation
computed by ANP RNN v2 model using past visits up to the prediction event in the timeline), we find the nearest
neighbors representation in the training set. These closest neighbors were used to compute an average of the raw
input features and compared it to the reference patient’s raw input feature values. In this setup, the raw input features
represent a running average of the input features across the past visits in the trajectory up to the event/visit where we
predict the future FVC outcome. In a next step we compute the relative distance between the reference patient and
nearest neighbors computed average input feature values to identify the top most-similar features. These features are
represented in the first three panels in both Figures 12. Additionally, a k−NN regression model is fitted on the closest
neighbors FVC outcomes to predict the reference patient’s future FVC value. These values are shown in the last panel
in the plot where the nearest neighbors FVC values are scattered along with the ANP RNN v2 model prediction, k−NN
model prediction (representing the average of nearest neighbors FVC values). Moreover, we compute the ratio of
unique patients used when selecting nearest neighbor representations. That is, we identify how many distinct patients
contributing to the similarity computation, where a ratio of 50/50 means that the 50 timeline representations used in the
similarity computation originate from 50 distinct patients. When the numerator is smaller than the denominator, this
means at least one patient contributing to multiple timeline representations in the similarity computation. Overall, these
plots at the visit level demonstrate the characteristics of the reference patient (i.e. running average of input features
up to the prediction event) and their corresponding nearest neighbors. This information helps to offer a link between
input features and the predicted outcome shedding some lights on the model’s outcome prediction process. A physician
can use these plots to characterize the reference patient and their neighbors status highlighting the raw input features
and the potential FVC outcomes (all outcomes and not only the average prediction of the k−NN model or the neural
model’s prediction).

24

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 26, 2024. ; https://doi.org/10.1101/2024.04.25.24306365doi: medRxiv preprint 

https://doi.org/10.1101/2024.04.25.24306365
http://creativecommons.org/licenses/by/4.0/


A PREPRINT - APRIL 25, 2024

0.5 1.0 1.5 2.0 2.5
Time elapsed from baseline event at t=0 (in years)

40

60

FV
C

%

MAE=6.495; RMSE=7.733

sequence length=5

ANP RNN v2
prediction
ground-truth

(a) Patient trajectory plot demonstrating the ground-truth and predicted values from ANP RNN v2 model. The
predictions start from the visit at t=3 until the end of patient’s trajectory (i.e. we use the first two visits as input to the
model to predict the outcome for the third visit)
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(b) Prediction for the visit at t=3 (i.e. given the first two visits, the
model predicts the future FVC% measured at the third visit)

nearest_neighbors ref_patient

Raynaud's_present:Yes
Renal_crisis:No

ANA_positive:Yes
Race_white

Cigarette:No
Joint_synovitis:No
ACA_positive:No

Tendon_friction_rubs:No
Dyspnea_(significant):No

RNA_Polymerase_III_positive:Unk

0.98 1
0.95 1
0.87 1
0.84 1
0.8 1

0.79 1
0.76 1
0.85 0.67
0.7 1

0.59 1

nearest_neighbors ref_patient

Corticosteroids
other

Mycophenolic acid
Methotrexate

Cyclophosphamide
Chloroquine/Hydroxychloroquine

Abatacept
Azathioprine
Beta-Blocker

Other biologic therapy

0.1 0.33
0.19 0.67

0.067 0.33
0.04 0.33

0.033 0.33
0.027 0.33
0.013 0
0.027 0
0.013 0

0.0067 0

nearest_neighbors ref_patient

Body_weight_(kg)_scalenorm
timedelta_year_cont_scalenorm

FVC_prev
Erythrocyte_sedimentation_rate_scalenorm

DLCO_prev
timedelta_toprediction_year_cont_scalenorm

BMI_missing
Height_missing
Age_scalenorm

Height_scalenorm

0.43 0.43
0.052 0.05
0.42 0.49
0.17 0.15
0.35 0.44

0.088 0.06
0.36 1
0.32 1
0.51 0.21
0.55 0

2 4 6 8
Time (years)

40

50

60

70

80

FV
C

%

0.6

0.7

0.8

0.9

1.0

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.0

0.2

0.4

0.6

0.8

1.0

ratio of unique patients: 50/50
ref. patient kNN prediction
ref. patient neural model prediction
ref. patient ground truth

(c) Prediction for the visit at t=4.
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(d) Prediction for the visit at t=5.

Figure 12: Patients’ timeline and prediction at each visit/event.
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(a) Patient trajectory plot demonstrating the ground-truth and predicted values from ANP RNN v2 model. The
predictions are from the event at t=3 until the end of patient’s trajectory (i.e. we use the first two events as input to the
model)
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(b) Prediction for the visit at t=3 (i.e. given the first two visits, the
model predicts the future FVC% measured at the third visit).
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(c) Prediction for the visit at t=4.
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(d) Prediction for the visit at t=5.
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(e) Prediction for the visit at t=6.

Figure 13: Patients’ timeline and prediction at each event.
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C Methods

C.1 Recurrent neural network (RNN)

We used recurrent neural networks (RNN) that is suited for modeling sequential and temporal data with varying length
[28, 29]. RNNs computes a hidden vector at each time step (i.e. state vector ht at time t), representing a history or
context summary of the sequence using the input and hidden states vector form the previous time step. This allows the
model to learn long-range dependencies where the network is unfolded as many times as the length of the sequence it is
modeling. Equation 6 shows the computation of the hidden vector ht using the input xt and the previous hidden vector
ht−1 where ϕ is a non-linear transformation such as ReLU(z) =max(0, z) or tanh(z) = ez−e−z

ez+e−z .

ht = ϕ(Whxxt +Whhht−1 + bhx) (6)

Whh ∈ Rdh×dh , Whx ∈ Rdh×dx , bhx ∈ Rdh , represent the RNN’s weights to be optimized and dh, dx are the dimensions
of ht and xt vectors respectively. In this work, we used gated recurrent unit (GRU) [20, 30] to overcome the
vanishing/exploding gradient challenges [31, 32, 29] by updating the computation mechanism of the hidden state vector
ht through the specified equations below.

zt = σ(W
z
hxxt +W

z
hhht−1 + b

z
hx) (update gate)

rt = σ(W
r
hxxt +W

r
hhht−1 + b

r
hx) (reset gate)

h̃t = ϕ(W
h̃
hxxt + rt ⊙W h̃

hhht−1 + b
h̃
hx) (new state/memory cell)

ht = (1 − zt)⊙ h̃t + zt ⊙ ht−1 (hidden state vector)

The GRU model computes a reset gate rt that is used to modulate the effect of the previous hidden state vector ht−1
when computing the new memory vector h̃t. The update gate zt determines the importance/contribution of the newly
generated memory vector h̃t compared to the previous hidden state vector ht−1 when computing the current hidden
vector ht. The weights W z

hx, W r
hx, W h̃

hx each ∈ Rdh×dx and W z
hh, W r

hh, W h̃
hh each ∈ Rdh×dh . The biases bzhx, brhx,

bh̃hx each ∈ Rdh where dh and dx are the dimensions of ht and xt vectors respectively. The operator σ represents the
sigmoid function, ϕ the tanh or ReLU function, and ⊙ the element-wise product (i.e. Hadamard product). We will
refer to the GRU based model by RNN throught the paper.

C.1.1 Output Layer

To compute the outcome ŷt+δt, a fully-connected neural network (i.e. an affine transformation followed by nonlinear
function σ) is applied to the state vector ht as in Eq. 7.

ŷt+δt = σ(Wyhht + by) (7)

where Wyh ∈ Rdy×dh , by ∈ Rdy .

C.2 Transformer network

Another model architecture we explored in modelling disease progression is Transformer network [22]. The model
has three main blocks: An (1) Embedding block that embeds both the features and corresponding absolute position
to a dense vector representation (we also experimented with time embedding variation replacing position embedding
component). An (2) Encoder block that contains (a) a multi-head self-attention layer, (b) layer normalization & residual
connections, and (c) feed-forward network. Lastly, an (3) Output block representing a regression layer for predicting
the subsequent visits FVC value. A formal description of each component of the model is described in their respective
sections below.

C.2.1 Embedding Block

An embedding matrix We is used to map the input xt to a fixed-length vector representation (Eq. 8)

et =Wext (8)

27

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 26, 2024. ; https://doi.org/10.1101/2024.04.25.24306365doi: medRxiv preprint 

https://doi.org/10.1101/2024.04.25.24306365
http://creativecommons.org/licenses/by/4.0/


A PREPRINT - APRIL 25, 2024

where We ∈ Rde×dx , et ∈ Rde , and de is the dimension of vector et.
Similarly, each position pt in the sequence of visits x is represented by 1-of-T encoding where T is the length of
patient’s timeline such that pt ∈ [0,1]T . We also experimented with time embedding (i.e. binning the visit’s time
expressed in years and embedding the corresponding bin) as an alternative to absolute position embedding such that we
preserve distances among visits in the sequence. An embedding matrix Wp′ is used to map the input pt to a fixed-length
vector representation (Eq. 9)

p′t =Wp′pt (9)

where Wp′ ∈ Rdp′×T , p′t ∈ Rdp′ and dp′ is the dimension of vector p′t such that de and dp′ were equal (denoted by d
from now on).
Both embeddings et and p′t were summed (Eq. 10) to get a unified representation for every element in the sequence (i.e.
compute a new sequence u = [u1, u2,⋯, uT ] represented by matrix U ∈ RT×d, where ut ∈ Rd, ∀t ∈ [1,⋯, T ]).

ut = et + p
′
t (10)

C.2.2 Encoder Block: Multihead Self-Attention Layer with Causal Mask

We used a multi-head self-attention approach where multiple single-head self-attention layers are used in parallel
(i.e. simultaneously) to process each input vector ut. The outputs from every single-head layer are concatenated and
transformed to generate a fixed-length vector using an affine transformation. The single-head self-attention approach
SHA [22] performs linear transformation to the input vectors using three separate matrices: (1) a queries matrix
Wh

query, (2) keys matrix Wh
key, and (3) values matrix Wh

value. The input matrix U is mapped using these matrices to
compute three new matrices (Eq. 11, 12, and 13)

Qh
= UWh

query (11)

Kh
= UWh

key (12)

V h
= UWh

value (13)

where Wh
query, Wh

key, Wh
value ∈ Rd×d′ , Qh, Kh, V h ∈ RT×d′ are query, key and value matrices, d′ is the common

embedding dimension, and h is indexing attention heads in H multi-head setting. In a second step, attention scores are
computed using the pairwise similarity between the query and key vectors for each position t in the sequence. The
similarity is defined by computing a scaled dot-product between the pairwise vectors. A CausalMask (16) is used
to restrict information access to the past visits only offering a causal attention layer. This is done by element-wise
multiplying ⊙ the unnormalized similarity matrix with a matrix composed of 1s on the lower triangular part and −∞ on
the upper triangular part. After softmax operation the attention scores will form a normalized lower triangular matrix
that is used to perform a weighted sum with the value vectors (Eq. 15) to generate a new matrix representation.

SHAh
(U) =MaskedAttention(UWh

query, UWh
key, UWh

value,CausalMask) (14)

MaskedAttention(Q,K,V,Mask) = softmax(
QK⊺
√
d′
⊙Mask)V (15)

CausalMask =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 −∞ −∞ −∞ ⋯ −∞ −∞

1 1 −∞ −∞ ⋯ −∞ −∞

1 1 1 −∞ ⋯ −∞ −∞

⋮ ⋮ ⋮ ⋱ ⋯ ⋮ ⋮

1 1 1 ⋯ 1 −∞ −∞

1 1 1 ⋯ 1 1 −∞

1 1 1 ⋯ 1 1 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(16)

In a multi-head setting with H number of heads, multiple SHA transformations are applied separately to be later
concatenated (⊕) along features dimension and then transformed using affine transformation (Eq. 17) such that
Wunify ∈ Rd′H×d and bunify ∈ Rd.

MHA(U) = [SHA1
(U)⊕⋯SHAh

(U)⋯⊕ SHAH
(U)]Wunify + bunify (17)
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C.2.3 Encoder Block: Layer Normalization & Residual Connections

Residual/skip connections [42] and layer normalization [43] are used during training between two sub-layers: multihead
attention and the feed-forward layer. This is to improve the gradient flow in layers and to ameliorate the "covariate-shift"
problem by re-standardizing the computed vector representations. LayerNorm function will standardize the input
vector using the mean µt and variance σ2

t along the features dimension d of an input vector ut and apply a scaling γ
and shifting step β (Eq. 20). γ and β are learnable parameters and ϵ is small number added for numerical stability.
Hence, new output ũt is computed using Eq. 21 to generate a new matrix Ũ ∈ RT×d.

µt =
1

d

d

∑
j=1

utj (18)

σ2
t =

1

d

d

∑
j=1
(utj − µt)

2 (19)

LayerNorm(ut) = γ ×
ut − µt
√
σ2
t + ϵ

+ β (20)

ũt = ut +LayerNorm(ut) (21)

C.2.4 Encoder Block: FeedForward Layer

The final sub-layer in encoder block is a feed-forward network consisting of two affine transformation matrices and
non-linear activation function is used to further compute/embed the learned vector representations from previous
layers (i.e. Ũ = [ũ1; ũ2;⋯; ũT ] ∈ RT×d). The first transformation (Eq. 22) uses WMLP1 ∈ Rξd′×d and bMLP1 ∈ Rξd′ to
transform ũt to new vector ∈ Rξd′ where ξ ∈ N is multiplicative factor. A non-linear function such as ReLU is applied
followed by another affine transformation using WMLP2 ∈ Rd×ξd′ and bMLP2 ∈ Rd to obtain vector ft ∈ Rd. A layer
normalization plus residual connection (Eq. 23) is applied to obtain f̃t ∈ Rd and consequently matrix F̃ ∈ RT×d.

ft = FFN(ũt) =WMLP2ReLU(WMLP1ũt + bMLP1) + bMLP2 (22)

f̃t = ft +LayerNorm(ft) (23)

At this point, the encoder block operations are done and multiple encoder blocks can be stacked in series for E number
of times. In our experiments, E was a hyperparameter that was empirically determined using a validation set (as the
case of the number of attention heads H used in self-attention layer).

C.2.5 Output Layer

To compute the outcome ŷt+δt, a fully-connected neural network is applied to f̃t Eq. 24.

ŷt+δt = σ(Wyf f̃t + by) (24)

where Wyf ∈ Rdy×d, by ∈ Rdy .

C.3 Attentive Neural Processes (ANP)

Attentive Neural Processes (ANP) [19] is an extension to Neural Processes [33] an approach that learns a distri-
bution over functions mapping the input to output from a training set (i.e. learning a posterior distribution over
f the underlying function mapping input to output) that is further used to make inference for test points. ANP
defines an infinite family of conditional distributions conditioning on arbitrary number of contexts (i.e. set of
input-output pairs (xC ,yC) = {(x1, y1), (x2, y2),⋯, (xC , yC)}) to model arbitrary number of targets (xM ,yM) =

{(x1, y1), (x2, y2),⋯, (xC , yC),⋯, (xM , yM)} invariant to the ordering of both the contexts and targets where C ⊂M
Eq. 25. In this work, we adapt ANP to model patient trajectories (i.e. timeseries data) where causal temporal ordering
is preserved and we describe the adaptation of the modeling approach from this perspective.
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ANP comprises of an (1) Encoder block that uses two paths (a) deterministic and (b) latent path, and (2) Decoder
block that maps the computed representation from the encoder block to the the target output (Figure 14).

p(yM ∣xM ,xC ,yC) = ∫ p(yM ∣xM , r∗C , z)q(z∣s
∗
C)dz (25)

C.3.1 Encoder: Deterministic path

The deterministic path uses a deterministic function (i.e. encoder Φ(xC ,yC)) that takes C input-output context visits
(xC ,yC) to generate rC ∈ RC×d representations Eq. 26. A cross-attention layer similar to the single head attention
layer (Eq.28) takes a set of targets xM as queries to attend to set of contexts xC (as keys) in order to obtain attention
scores (normalized similarity matrix) that is further used to weight the rC vectors (acting as values) to generate a
fixed-length summary vector r∗C ∈ Rd capturing the local structure for the query-specific representation (Eq. 27).

rC = Φ(xC ,yC) (26)

r∗C = CrossAttn(xM ,xC , rC) (27)

CrossAttn(Q,K,V ) = Attention(QWquery,KWkey, V Wvalue) (28)

Attention(Q,K,V ) = softmax(
QK⊺
√
d
)V (29)

C.3.2 Encoder: Latent path

The latent path is used to compute a global latent representation z to account for the uncertainty in the output prediction
of targets yM given the contexts (xC ,yC). z would capture the global structure by modelling the different realizations of
the underlying stochastic process generating the data, and providing a latent summary complementing the deterministic
summary representation r∗C . This is done by first passing the contexts (xC ,yC) to an encoder Ω to compute sC vectors
∈ RC×d (Eq. 30). These vectors are aggregated using mean pooling or attention layer that uses a learnable query vector
q, and sC vectors as key-value pairs. Then an affine transformation followed by nonlinear activation κ, is applied to
generate s∗C ∈ Rd (Eq. 31). The mean and variance vectors µz (Eq. 32) and σz (Eq. 33) are computed using two
separate affine transformations Wµz , bµz , and Wσz , bσz respectively using s∗C vector to parameterize a factorized
Gaussian q(z∣s∗C) Eq. 34. ξ is hyperparameter ∈ [0.,−1.] used to bound the variance.

sC = Ω(xC ,yC) (30)

s∗C = κ(WsAttention(q⊺, sC , sC) + bs) (31)

µz =Wµzs
∗
C + bµz (32)

σz = ξ + (1 − ξ)sigmoid(Wσzs
∗
C + bσz) (33)

z = q(z∣s∗C) = N (z∣µz, σz) (34)

C.3.3 Decoder block

The computed deterministic r∗C and latent s∗C vector representations from the contexts in addition to targets
xM are concatenated and embedded (Eq. 35) using an affine transformation Wv ∈ R3d×d and bv ∈ Rd. A
feed-forward layer with layer normalization and residual connections similar to the encoder layer in (section C.2.4)
is used and the output is passed to two separate affine transformations to generate two vectors µy and σy rep-
resenting the mean and variance parametrizing a factroized Gaussian distributions of the outcomes across the targets xM .
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Figure 14: Attentive Neural Processes architecture for timeseries

V = [xM ⊕ r∗C ⊕ z]Wv + bv (35)

ṽm = vm +LayerNorm(FFN(vm)) (36)

µy =Wµy ṽm + bµy (37)

σy = ξ + (1 − ξ)softplus(Wσy ṽm + bσy) (38)

p(ym∣xm, r∗C , z) = N (ym∣µy, σy) ∀m ∈ [1,⋯,M] (39)

In this study, we first used a time series encoder that embeds the raw input for both the context and target events, then
pass the learned representations to the encoder blocks Φ and Ω. We experimented with two model variations: the
first used gated RNN for all the encoder blocks and is denoted by ANP RNN, and the second used transformer based
encoder blocks and is denoted by ANP transformer.
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D Models’ hyperparameter options

Parameter Options
Encoder and Decoder blocks
Embedding dimension emb [16, 32, 64, 128]
Latent embedding dimension [ emb ]
Number of attention heads [2, 4, 8]
Number of transformer units [1, 2, 4]
MLP embedding factor [2]
Multihead type [Wide, Narrow]
Cross attention option [multihead, self-attention]
Latent path pooling mode [attention, mean]
Decoder block
Variance bounding option [bound, clamp]
Variance bounding range [0.1, 0.01, 0.001]
Sampling options [Random sample from distribution, Mean of the distribution]
Shared options
Context and target splitting mode [causal_dynamic_start, causal_fixed_start]
Context and target length range [[(1,20), (1,20)], [(1,10), (10,20)], [(10,20), (1,10)], [(1,5), (5,20)], [(5,20), (1,5)]]
Dropout rate [0.15, 0.35, 0.45]
Nonlinear function [ReLU, ELU]
L2 regularization [1e-3, 1e-4, 1e-5, 1e-6]
Loss weighting γ [0.5, 0.6, 0.7, 0.8, 0.9]
Batch size [300]
Number of epochs [100, 200]

Table 7: Hyperparameter space of attentive neural process with transformer blocks
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Parameter Options
Encoder blocks
Embedding dimension emb [16, 32, 64, 128]
Latent embedding dimension [ emb ]
RNN hidden layer dimension hRNN [16, 32, 64, 128]
Intermediate layer dimension [hRNN //1, hRNN //2, hRNN //3]
Number of hidden layers [1, 2, 3]
Cross attention option [multihead, self-attention]
Latent path pooling mode [attention, mean]
Decoder block
Number of attention heads [2, 4, 8]
Number of transformer units [1, 2, 4]
MLP embedding factor [2]
Multihead type [Wide, Narrow]
Variance bounding option [bound, clamp]
Variance bounding range [0.1, 0.01, 0.001]
Sampling options [Random sample from distribution, Mean of the distribution]
Shared options
Context and target splitting mode [causal_dynamic_start, causal_fixed_start]
Context and target length range [[(1,20), (1,20)], [(1,10), (10,20)], [(10,20), (1,10)], [(1,5), (5,20)], [(5,20), (1,5)]]
Dropout rate [0.15, 0.35, 0.45]
Nonlinear function [RELU, ELU]
L2 regularization [1e-3, 1e-4, 1e-5, 1e-6]
Loss weighting γ [0.5, 0.6, 0.7, 0.8, 0.9]
Batch size [300]
Number of epochs [100, 200]

Table 8: Hyperparameter space of attentive neural process with RNN blocks

Parameter Options
Embedding dimension [16, 32, 64, 128]
RNN hidden layer dimension hRNN [16, 32, 64, 128]
Intermediate layer dimension [hRNN //1, hRNN //2, hRNN //3]
Number of hidden layers [1, 2, 3]
Dropout rate [0.15, 0.35, 0.45]
RNN cell type [GRU, LSTM]
Nonlinear function [ReLU, ELU]
L2 regularization [1e-3, 1e-4, 1e-5, 1e-6]
Batch size [300]
Number of epochs [100, 200]

Table 9: Hyperparameter space of RNN model

Parameter Options
Embedding dimension emb [16, 32, 64, 128]
Number of attention heads [2, 4, 8]
Number of transformer units [1, 2, 4]
Dropout rate [0.15, 0.35, 0.45]
Nonlinear function [ReLU, ELU]
MLP embedding factor [2]
Multihead type [Wide, Narrow]
Batch size [300]
Number of epochs [100, 200]

Table 10: Hyperparameter space of transformer model
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Parameter Options
Number of estimators list(range(10,501,30))
Maximum number of features [’sqrt’]
Maximum depth [2, 10, 100, not restricted]
Minimum sample split [2, 5, 10]
Minimum samples required at each leaf node [1, 5, 10, 20]
L2 regularization∗ [1e4, 1e3, 1e2, 1e1, 1., 1e-1, 1e-2, 1e-3, 1e-4,1e-6]

Table 11: Hyperparameter space of RandomForestRegressor, HistGradientBoostingRegressor, ∗parameter only for the
HistGradientBoostingRegressor

Parameter Options
Minimum child weight [1, 2, 4, 8, 10, 16]
Gamma [0, 1, 2, 4, 6, 8]
Subsample ratio of the training instances [0.5, 1.0]
Subsample ratio of columns [0.5, 1.0]
Maximum depth of a tree [6, 9, 15]
Learning rate [0.05, 0.1, 0.2, 0.3, 0.5]
Number of estimators list(range(10, 501, 30))
Lambda [1e4, 1e3, 1e2, 1e1, 1., 1e-1, 1e-2, 1e-3, 1e-4,1e-8]
Alpha [1e4, 1e3, 1e2, 1e1, 1., 1e-1, 1e-2, 1e-3, 1e-4,1e-8]

Table 12: Hyperparameter space of XGBoost

Parameter Options
Alpha [1e4, 1e3, 1e2, 1e1, 1., 1e-1, 1e-2, 1e-3, 1e-4,1e-6]
L1 ratio∗ numpy.arange(0, 1.1, 0.1)

Table 13: Hyperparameter space of Ridge, Lasso, ElasticNet, ∗parameter only for the ElasticNet
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E Features

Table 14: Features/variables used in neural models

Feature Name Variable Additional Description

therapies Abatacept
therapies Autologous Stem Cell tranplantation
therapies Azathioprine
therapies Beta-Blocker
therapies Chloroquine/Hydroxychloroquine
therapies Corticosteroids
therapies Cyclophosphamide
therapies Cyclosporine A
therapies Imatinib
therapies Leflunomide
therapies Lung transplantation
therapies Methotrexate
therapies Mycophenolic acid
therapies Other biologic therapy
therapies Rituximab
therapies Sulfasalazine
therapies TNF-alpha antagonist
therapies Immunoglobulins (iv or sc)
therapies JAK kinase inhibitors
therapies Mycophenolate mofetyl
therapies Nintedanib
therapies Oxygen supply
therapies Pirfenidone
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Table 14 – continued from previous page
Feature Name Value Additional Description

therapies other counting other therapies such as
• ACE inhibitors

• Abatacept (iv or sc)

• Alpha-Blocker

• Ambrisentan

• Amlodipine

• Angiotensin receptor blocker

• Anti platelet agent

• Anti-platelet aggregant

• Autologous stem cell transplantation

• Beraprost (Dorner)

• Bosentan

• Candesartan

• Captopril

• D-penicillamine

• Digitalis

• Dihydropyridine (nifedipine, nicardipine,
amlodipine, felodipine)

• Diltiazem

• Diuretics

• Enalapril

• Enbrel

• Epoprosterenol (Flolan)

• Felodipine

• Gololimumab

• Humira

• Iloprost inhaled (Ventavis)

• Iloprost intravenous (Ilomedin)

• Infliximab

• Lisinopril

• Losartan

• Macitentan

• NSAID

• Nicardipine

• Nifedipine

• Oral anti-coagulants

• Other ACE inhibitors

• Other Angiotensin receptor blockers

• Other CCB

• Other pulmonary vasodilators

• Oxygen required

• Prednisone

• Prokinetics

• Prostacyclins

• Prostanoids

• Proton pump inhibitor

• Quinapril

• Ramipril

• Riociguat

• Sildenafil

• Sitaxsentan

• Tadalafil

• Tnf alpha antagonist

• Tocilizumab

• Tocilizumab (iv or sc)

• Trandolapril

• Treprostinil (Remodulin)

• Valsartan

• Vardenafil
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Table 14 – continued from previous page
Feature Name Value Additional Description

therapies therapy_notcoded binary variable denoting if therapies
are missing (i.e. not documented,
which means no therapy records
are found to join with the patient’s
visit/event data)

height Height_scalenorm
height Height_missing
race Race_white
race Hispanic
race Race_asian
race Race_black
race Race_Other_/_Non_defineable
race Middle-eastern_Person
race Maghrebis
race Race_Unknown
age Age_scalenorm
gender female
gender male
smoking Cigarette:No
smoking Cigarette:Yes
smoking Cigarette:NA
Raynauds Raynaud’s_present:No
Raynauds Raynaud’s_present:Yes
Raynauds Raynaud’s_present:Unk
Esophageal symptoms (dysphagia,
reflux)

Esophageal_symptoms_(dysphagia,_reflux):No

Esophageal symptoms (dysphagia,
reflux)

Esophageal_symptoms_(dysphagia,_reflux):Yes

Esophageal symptoms (dysphagia,
reflux)

Esophageal_symptoms_(dysphagia,_reflux):Unk

ANA ANA_positive:No
ANA ANA_positive:Yes
ANA ANA_positive:Unk
ACA ACA_positive:No
ACA ACA_positive:Yes
ACA ACA_positive:Unk
RNA_Polymerase_III RNA_Polymerase_III_positive:No
RNA_Polymerase_III RNA_Polymerase_III_positive:Yes
RNA_Polymerase_III RNA_Polymerase_III_positive:Unk
Muscel weakness Muscle_weakness:No
Muscel weakness Muscle_weakness:Yes
Muscel weakness Muscle_weakness:Unk
Dyspnea (significant) Dyspnea_(significant):No
Dyspnea (significant) Dyspnea_(significant):Yes
Dyspnea (significant) Dyspnea_(significant):Unk
CRP elevation CRP-Elevation:No
CRP elevation CRP-Elevation:Yes
CRP elevation CRP-Elevation:Unk
Renal crisis Renal_crisis:No
Renal crisis Renal_crisis:Yes
Renal crisis Renal_crisis:Unk
Joint synovitis Joint_synovitis:No
Joint synovitis Joint_synovitis:Yes
Joint synovitis Joint_synovitis:Unk
Tendon friction rubs Tendon_friction_rubs:No
Tendon friction rubs Tendon_friction_rubs:Yes
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Table 14 – continued from previous page
Feature Name Value Additional Description

Tendon friction rubs Tendon_friction_rubs:Unk
Extent of skin involvement Extent_of_skin_involvement:Only_sclerodactyly
Extent of skin involvement Extent_of_skin_involvement:Limited_cutaneous_involvement
Extent of skin involvement Extent_of_skin_involvement:Diffuse_cutaneous_involvement
Extent of skin involvement Extent_of_skin_involvement:No_skin_involvement
Extent of skin involvement Extent_of_skin_involvement:Unk
Digital Ulcers Digital_Ulcers:Previously
Digital Ulcers Digital_Ulcers:Current
Digital Ulcers Digital_Ulcers:Never
Digital Ulcers Digital_Ulcers:Unk
Dyspnea (NYHA-stage) Dyspnea_(NYHA-stage):1
Dyspnea (NYHA-stage) Dyspnea_(NYHA-stage):2
Dyspnea (NYHA-stage) Dyspnea_(NYHA-stage):3
Dyspnea (NYHA-stage) Dyspnea_(NYHA-stage):4
Dyspnea (NYHA-stage) Dyspnea_(NYHA-stage):Unk
Erythrocyte sedimentation rate Erythrocyte_sedimentation_rate_scalenorm
Erythrocyte sedimentation rate Erythrocyte_sedimentation_rate_missing
Body weight Body_weight_(kg)_scalenorm
Body weight Body_weight_(kg)_missing
BMI BMI_scalenorm - body mass index computed vari-

able
BMI BMI_missing
Has ILD HasILD
time timedelta_year_cont_scalenorm - time elapsed from the previous

event denoted by ∆t
time timedelta_year_cont_scalenorm_missing
time timedelta_toprediction_year_cont_scalenorm - time to future prediction event
previous DLCO DLCO_prev - diffusing capacity for carbon

monoxide measured at current event
at time t. prev is relative to future
prediction event at t + 1

previous FVC FVC_prev - forced vital capacity measured at
current event at time t. prev is rel-
ative to future prediction event at
t + 1
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