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Abstract
Obstructive Sleep Apnea (OSA) is a prevalent
sleep disorder associated with serious health
conditions. This project utilized large language
models (LLMs) to develop lexicons for OSA
sub-phenotypes. Our study found that LLMs
can identify informative lexicons for OSA sub-
phenotyping in simple patient cohorts, achiev-
ing wAUC scores of 0.9 or slightly higher.
Among the six models studied, BioClinical
BERT and BlueBERT outperformed the rest.
Additionally, the developed lexicons exhibited
some utility in predicting mortality risk (wAUC
score of 0.86) and hospital readmission (wAUC
score of 0.72). This work demonstrates the
potential benefits of incorporating LLMs into
healthcare.

Data and Code Availability This paper uses the
MIMIC-IV dataset (Johnson et al., 2023a), which is
available on the PhysioNet repository (Johnson et al.,
2023b). We plan to make the source code publicly
available in the future.

Institutional Review Board (IRB) This re-
search does not require IRB approval.

1. Introduction

Obstructive sleep apnea (OSA) is a sleep-related
breathing disorder characterized by complete (apnea)
or partial (hypopnea) obstruction of the upper air-
way, leading to sleep disruptions and intermittent hy-
poxemia, i.e., a low level of oxygen in the blood. In
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the United States, OSA prevalence among adults is
estimated at 12% (Watson, 2016), and almost one
billion people are affected globally (Benjafield et al.,
2019). Additionally, OSA is linked to an increased
risk of various cardiovascular (CV)(Loke et al., 2012;
Seiler et al., 2019; Sulit et al., 2006; Xia et al., 2018),
metabolic(Sulit et al., 2006), and neurological condi-
tions (Olaithe et al., 2018; Yaffe et al., 2011).

While previous studies indicate some correlation
between OSA severity and susceptibility to cardio-
vascular and metabolic diseases, the pervasive and
often undetected nature of OSA, coupled with the
challenge of identifying individuals most at risk for
CV and metabolic dysfunction, has resulted in under-
diagnosis and consequently suboptimal healthcare
utilization and poor personalized patient care. In
2015, the U.S. spent $12.4 billion on OSA-related ex-
penses, with substantial costs in diagnosis, treatment,
and associated productivity losses. Furthermore, the
report estimated the cost burden of undiagnosed OSA
among U.S. adults was an astounding $149.6 billion
during the same period (Watson, 2016).

Diagnosing OSA is complex and involves special-
ized tests like polysomnography (PSG) and home
sleep apnea testing (HSAT). However, research in-
dicates that the likelihood of misdiagnosis in OSA
cases based on a single night ranges from 20% to
50% (Lechat et al., 2022). There is an urgent need to
improve OSA deep phenotyping and patient risk as-
sessment to mitigate the risk of developing multiple
highly challenging health conditions. Deep pheno-
typing is defined as the precise and comprehensive
analysis of phenotypic abnormalities for scientific ex-
amination of human disease (Robinson, 2012).
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Modeling OSA and Comorbidities with NLP and Large Language Models

The widespread adoption of electronic health
records (EHRs) has increased the availability and
quality of electronic medical data. Utilizing EHRs,
mainly the unstructured patient discharge notes, this
study seeks to employ natural language processing
(NLP) and large language models (LLMs) for a com-
prehensive understanding of obstructive sleep apnea
and associated comorbidities. The three primary ob-
jectives are as follows:

• Compare LLMs: Compare large language mod-
els to evaluate their effectiveness in extracting
informative n-grams for characterizing obstruc-
tive sleep apnea and its associated comorbidities.

• Develop Predictive Models for Diagnosis: De-
velop predictive models to sub-phenotype and di-
agnose obstructive sleep apnea in diverse patient
cohorts. This involves utilizing unstructured dis-
charge notes annotated with LLM-selected n-
grams for diagnosis.

• Forecast Medical Outcomes: Construct predic-
tive models with historical EHR data to forecast
future medical outcomes, with a specific focus
on predicting patient mortality rates and hos-
pital readmissions. The overarching goal is to
contribute to improved clinical decision-making.

2. Related Work

2.1. Large Language Models in Health Care

Large language models (LLMs) are a type of artifi-
cial intelligence (AI) model that is trained on vast
amounts of typically unlabeled data. While tradi-
tional AI models are often single-task systems, LLMs,
capable of performing many different downstream
tasks after training, represent a paradigm shift in
AI model development (Bommasani et al., 2021).
This allows a single LLM to be reused across a
range of tasks with minimal adaptation or retrain-
ing. However, LLMs typically have a substantially
greater number of parameters than traditional AI
models—sometimes in the hundreds of billions. This
requires significant computational resources for train-
ing (Le Scao et al., 2022).

Recent advancements in LLMs, the exponential
growth of medical literature, and the widespread
availability of large-scale EHRs have set the stage
for clinical LLMs to revolutionize medical practice.

Noteworthy applications of LLMs in healthcare in-
clude named entity recognition and relation extrac-
tion (e.g., BioBert by Lee et al. (2020), and Blue-
Bert by Peng et al. (2019)), medical question an-
swering and inference (e.g., GatorTron by Yang et al.
(2022), and Med-PaLM by Singhal et al. (2023)),
discharge summaries (e.g., ChatGPT by Patel and
Lam (2023)), diagnosis classification (e.g., Clinical-
Bert by Alsentzer et al. (2019)), and various others
(Luo et al., 2022; Yang et al., 2022).

With LLMs, embeddings are numerical represen-
tations of words, phrases, or sentences that capture
contextual information and understand relationships
within large segments of text. They have been em-
ployed in various tasks, such as text retrieval and
ranking (e.g., Qadrud-Din et al. (2020)), text classi-
fication (e.g.,Chae and Davidson (2023)), and senti-
ment analysis (e.g., Savelka and Ashley (2023)). In
this project, our focus lies in embeddings extracted
from LLMs. Given a set of initial medical terms (re-
ferred to as seed terms) for categorizing OSA and as-
sociated comorbidities, we are interested in expand-
ing the lexicon through the LLMs, i.e., searching for
similar medical terms by computing the cosine simi-
larity between embeddings.

2.2. Predictive Modeling for the Diagnosis of
OSA and Associated Comorbidities

The in-lab polysomnography (PSG) is the gold stan-
dard test to diagnose OSA, but with significant cost.
The Home Sleep Apnea Test (HSAT) is an accept-
able alternative when PSG is not feasible. How-
ever, HSAT is not appropriate in patients with
severe pulmonary disease, congestive heart failure,
neuromuscular disease, or certain other sleep dis-
orders (Goyal and Johnson, 2017). OSA is widely
underdiagnosed—86% to 95% of individuals found in
population surveys with clinically significant obstruc-
tive sleep apnea syndrome report no prior diagnosis
(Randerath et al., 2021).

Coupled with machine learning (ML) and natural
language processing (NLP), data collected as part of
routine sleep clinic visits, both structured (such as
demographics, medications, procedures, and lab re-
sults) and unstructured (such as clinical notes and
diagnostic images), can be repurposed to improve
sleep phenotyping accuracy and investigate the rela-
tionship to comorbidities (Cade et al., 2022; Keenan
et al., 2020; Ramesh et al., 2021; Strausz et al., 2020).
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EHRs present a pragmatic pathway for under-
standing OSA on a large scale. While structured clin-
ical data (such as demographics, medications, proce-
dures, imaging, and lab results) has been widely used
in research to improve OSA diagnosis and clinical ef-
ficiency, a significant amount of rich, fine-grained pa-
tient information is embedded in unstructured clini-
cal notes. In this project, our focus is on developing
predictive models to sub-phenotype and diagnose ob-
structive sleep apnea across diverse patient cohorts.
To achieve this, we utilize LLM-expanded medical
terms as features for our predictive models.

2.3. Predicting Mortality and Hospital
Readmission through NLP Techniques

Recent studies have explored the application of NLP
techniques to predict mortality and hospital readmis-
sion in healthcare settings. Some approaches used
unstructured clinical notes only (Boag et al., 2018;
Huang et al., 2019; Wu et al., 2023; Ye et al., 2020).
For example, Huang et al. pre-trained BERT on clin-
ical notes and fine-tuned it for improved 30-day hos-
pital readmission prediction.

Yet, others integrate clinical text, vital signs, time
series measurements, and imaging to create a compre-
hensive profile of a patient’s health status for more
accurate predictions (Ashfaq et al., 2019; Chen et al.,
2022; Jin et al., 2018; Khadanga et al., 2019; Par-
reco et al., 2018). For example, Jin et al. performed
named entity extraction and negation detection on
clinical notes and trained a multimodal neural net-
work that integrated time series signals and unstruc-
tured clinical text representations for predicting in-
hospital mortality risk in ICU patients.

In this study, we aim to assess the predictive effec-
tiveness of LLM-expanded medical terms, designed
for OSA diagnosis, in predicting mortality and hos-
pital readmission risks.

3. Methodology

3.1. Dataset

The Medical Information Mart for Intensive Care
(MIMIC)-IV database is utilized for this project
(Johnson et al., 2023b). It comprises deidentified
electronic health records for patients admitted to the
Beth Israel Deaconess Medical Center emergency de-
partment or ICU between 2008 and 2019. MIMIC-IV
v2.2, released in January 2023, consists of 299,712
patients and 431,231 admissions.

In addition to obstructive sleep apnea, we exam-
ined the following associated comorbidities: diabetes
mellitus type 2 (T2DM), hypertension (HTN), heart
failure (HF), and atrial fibrillation (AF). Physicians
have selected a specific set of International Classifi-
cation of Diseases (ICD) codes for each health condi-
tion, and you can find a summary in Table 1.

As an example, the following ICD codes are used
to identify patients with OSA: 327.20 (Organic sleep
apnea, unspecified), 327.23 (Obstructive sleep ap-
nea [adult, pediatric]), 327.29 (Other organic sleep
apnea), 780.51 (Insomnia with sleep apnea), 780.53
(Hypersomnia with sleep apnea), 780.57 (Sleep ap-
nea [NOS]), G4730 (Sleep apnea, unspecified), G4733
(Obstructive sleep apnea [adult, pediatric]), and
G4739 (Other sleep apnea). A patient is considered
to have a positive diagnosis for a specific health con-
dition if they possess at least one corresponding ICD
code. Table 2 provides basic demographic data of
patients of interest.

Table 1: Summary of ICD Codes and Seed Terms

ICDs, N Seed Terms, N

OSA 9 38
T2DM 157 13
HTN 68 10
HF 61 15
AF 16 12
Total 311 88

3.2. Process Flow

The flowchart (Figure 1) represents a data-driven ap-
proach to healthcare analysis and it outlines the se-
quence of tasks or processes that are executed to ac-
complish the three objectives, as described in Sec-
tion 1, Introduction.

Bi/Tri/Tetra-grams extracted from discharge
notes The initial step is to extract bigrams (pairs
of consecutive words), trigrams (triplets of consecu-
tive words), and tetragrams (four consecutive words)
from patient discharge notes to capture commonly
used phrases. MIMIC-IV v2.2 contains 331,794 dis-
charge notes. The mean number of characters per
note is 10,551. The longest and shortest discharge
notes have 60,381 and 353 characters, respectively.
The numbers of bigrams, trigrams, and tetragrams
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Table 2: Patient Demographics

OSA T2DM HTN HF AF

Patients, N 13,942 21,666 74,080 21,076 25,743
Discharge Notes, N 29,892 53,446 161,245 49,479 55,418
Women, N(%) 5,628 (40.4) 10,088 (46.6) 36,486 (49.3) 9,944 (47.2) 11,215 (44.0)
White, N(%) 9,895 (71.0) 13,802 (63.7) 51,238 (69.2) 15,269 (72.4) 19,980 (77.6)
Black, N(%) 1,966 (14.1) 3,688 (17.0) 9,959 (13.4) 2,476 (11.7) 1,776 (6.9)
Other, N(%) 2,081 (14.9) 4,176 (19.3) 12,883 (17.4) 3,331 (15.9) 3,967 (15.5)

Figure 1: A Step-by-step Process Flow

extracted from this step are 3,096,096, 5,407,839, and
4,792,806, respectively. These ngrams (i.e., bigrams,
trigrams, and tetragrams) are candidates for expand-
ing lexicons in this study.

Seed terms provided by physicians Physicians
involved in this study provided seed terms, relevant
medical terms or phrases for OSA and comorbidities
of interest. The number of seed terms per condition
is listed in Table 1. As an example, the following
terms are among the 38 terms for OSA: poorly re-
freshing sleep, obstructive sleep apnea (OSA), obesity
hypoventilation syndrome (OHS), unrefreshing sleep,
sleepiness, excessive daytime sleepiness (EDS), and
snoring.

Expanding lexicon via LLMs The extracted
ngrams are used to expand the seed terms using
LLMs. The goal of this step is to identify informative
ngrams (bi/tri/tetra-grams) from discharge notes for
categorizing OSA and its associated comorbidities.
The general approach to selection is by comparing
how similar these ngrams are to the seed terms of
corresponding conditions. The similarity between an

ngram and a seed term is measured by the cosine sim-
ilarity between their embeddings, which are semantic
representations extracted from an LLM. Specifically,
given an ngram t and a seed term s, the cosine simi-
larity between t and s is measured using

Sc(t, s) =
V (t) · V (s)

2 ∗ ∥V (t)∥ · ∥V (s)∥

where V (t) is the LLM embedding vector for the
ngram and V (s) is the LLM embedding vector for
the seed term. We investigated multiple LLMs and
compared their representation power or quality.

Expanded Lexicon For each ngram, there are 88
similarity scores, corresponding to the 88 seed terms
(Table 1). The importance or relevance of each ngram
to a specific health condition (OSA or comorbidity)
is measured by the average of all similarity scores be-
tween the ngram and the seed terms associated with
that condition. As a result, each ngram has five sim-
ilarity scores, one for each health condition.

The similarity scores of ngrams are then ranked
individually for each condition, and the rankings of
bigrams, trigrams, and tetragrams are separated as
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well. Thus, each health condition ends with three
distinct ranked lists, from which a number of ngrams
are selected as textual features to be used for classi-
fication.

Patient discharge notes extracted using ICD
codes Discharge notes for patients with OSA
and/or comorbidities are extracted based on ICD
codes (See Table 2 for summary). The process in-
volved merging information from multiple tables or
files. Discharge notes are long-form narratives that
describe the reason for a patient’s admission to the
hospital, their hospital course, and any relevant dis-
charge instructions. Each discharge note is for a pa-
tient’s one hospital stay, and a patient may have mul-
tiple discharge notes if he or she has more than one
hospital stay.

Classifying with logistic regression Multino-
mial Logistic Regression (MLR) is a statistical tech-
nique in machine learning designed to model relation-
ships among multiple categories or classes within a
dependent variable. MLR estimates probabilities for
each class and is selected for this study due to its
simplicity and its ability to offer valuable insights into
the relative importance of different text features (i.e.,
ngrams) for predicting outcomes.

Each discharge note was labeled based on the di-
agnosis or medical outcome. For instance, in a study
involving patients with OSA and HF (Table 4), the
labels include OSA only (i.e., without HF), HF only
(i.e., without OSA), and OSA & HF (i.e., with both
OSA and HF). For the mortality study, each dis-
charge note was labeled with either alive or deceased.

To represent each note, a ”bag-of-ngrams” encod-
ing was applied, treating each ngram as a pres-
ence/absence feature variable. The selection of
ngrams is determined by the health conditions un-
der study. For instance, in a study involving patients
with OSA and HF using trigrams, the trigrams may
comprise the top-n trigrams from OSA’s trigram list
and the top-n trigrams from HF’s trigram list. These
two listed are then merged with duplicates removed.

Models were tested along a repeated stratified 10-
fold validation scheme.

Comparison results of LLMs LLMs represent
ngrams differently. To assess the effectiveness of the
LLMs in expanding the lexicon and aiding in ac-
curately characterizing obstructive sleep apnea and
its associated comorbidities, diagnosis performance
is used. See Section 4 for details.

Diagnosis results for OSA and associated co-
morbidities Diverse patient cohorts were investi-
gated with different approaches. See Section 5 for
details.

Prediction results for mortality and readmis-
sion Although seed terms and then expanded lexi-
con are for characterizing OSA and associated comor-
bidities, the predictive power in mortality and read-
mission risks were assessed in Section 6.

3.3. Software and Platform

The packages used in this study include pandas,
NumPy, multiple large language models, Matplotlib,
NLTK, mpi4py, PyTorch, and scikit-learn. The Na-
tional Energy Research Scientific Computing Center
(NERSC) available at the Lawrence Berkeley Na-
tional Laboratory provided computing resources used
for LLMs, complex machine learning models and pro-
cessing a large volume of electronic health records.

4. Comparative Study of Large
Language Models

The representation power of large language models
depends on their model size, exposure to training
data, and the ability to capture intricate linguistic
patterns and contextual dependencies. In this sec-
tion, our objective is to compare the ability of six
large language models to identify and discover in-
formative ngrams from clinical notes for categorizing
OSA and associated comorbidities. Table 3 shows
how these models differ in size, training data, and
model architecture.

Table 3: Summary of LLMs

Model Name
Parameters

(M)
Training Data

BlueBERT 336 MIMIC
PubMed

GatorTron small 355 Private EHRs
GatorTron Medium 3,913 MIMIC

PubMed
BioClinical BERT 108 MIMIC

PubMed
BioGPT Base 347 PubMed
BioGPT Large 1,571

5

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 20, 2024. ; https://doi.org/10.1101/2024.04.19.24306084doi: medRxiv preprint 

https://doi.org/10.1101/2024.04.19.24306084
http://creativecommons.org/licenses/by-nc/4.0/


Modeling OSA and Comorbidities with NLP and Large Language Models

4.1. Comparing LLMs in the Diagnosis of
Sleep Apnea and Heart Failure

The goal is to compare the abilities of the six large
language models to identify trigrams for diagnosing
patients with obstructive sleep apnea, heart failure,
or both. Table 4 provides information on the pa-
tient cohort composition and the number of discharge
notes in each group.

Table 4: Patient Cohort for OSA and HF

Diagnosis Label Discharge Notes (N)

OSA Only (w/o HF) 21,929
HF Only (w/o OSA) 41,516
OSA & HF 7,963
Total 71,408

Building on our previous study with MIMIC-III,
trigrams were used in this study. An equal number
of trigrams were chosen from the ranked trigram lists
of OSA and HF. If a trigram is relevant to both con-
ditions and appears in both lists, only one copy is
kept when merging the two lists. After merging, the
actual counts of unique trigrams vary across LLMs
(Table 5). Six trigram or feature sizes were explored.

Each selected trigram serves as a unique feature
for the bag-of-words classification model, capturing
the presence or absence of each trigram in a given
discharge note. The discharge notes are labeled
with OSA only (i.e., without HF), HF only (i.e.,
without OSA), or both OSA & HF based on the
ICD code. Multinomial logistic regression (MLR)
was then employed for a 3-class 1-to-many classifica-
tion. The classification performance, represented by
wAUC (weighted area under the curve), indicates the
quality of trigrams selected by LLMs. In other words,
it offers insights into how effectively the chosen tri-
grams contribute to the model’s ability to accurately
classify patients into their respective diagnostic cate-
gories.

Each line in Figure 2 displays a trend of increasing
wAUC score with the rise in trigram count, suggest-
ing that model performance generally improves with
the utilization of more trigrams or features. The ac-
tual number of trigrams (i.e., after duplicates are re-
moved) ranges from 28,186, which is 0.52% of all tri-
grams, to 287,594, constituting 5.3% of all trigrams.
The wAUC score spans from approximately 0.72 to
0.86.

Figure 2: LLM Performance with Varying Trigram
Counts

According to the trends, BlueBERT and BioClin-
ical BERT demonstrate better performance, espe-
cially at higher trigram counts. Table 5 reveals
that these models have larger trigram counts post-
deduplication than other large language models, sug-
gesting that their OSA and HF trigram lists are more
selective, that is, they share fewer trigrams. Further-
more, BioGPT Large outperforms BioGPT Base and
GatorTron Medium outperforms GatorTron Small,
potentially indicating that the more complex mod-
els are selecting trigrams of higher quality, thereby
better characterizing the two health conditions.

4.2. Comparing the Impact of Ngram Size

The goal of this study is to evaluate the effectiveness
of different ngram sizes (i.e., bigram, trigram, and
tetragram) in terms of diagnostic accuracy, as mea-
sured by the wAUC scores. The same patient cohort
(Table 4) as that of Section 4.1 and BioClinical BERT
were used in this study.

Similar to that of Section 4.1, an equal number of
bigrams, trigrams, or tetragrams were chosen from
the OSA and HF lists. Since a ngram can be rele-
vant to both conditions, the actual count of unique
ngrams, after combining the two lists, varies. Six
ngram or feature sizes were explored,

Overall, Figure 3 shows the wAUC range from ap-
proximately 0.74 to 0.9. It also suggests that the
wAUC Score for all three types of ngrams increases as
the number of ngrams grows, with the bigram model
generally outperforming trigram and tetragram mod-
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Table 5: Summary of Trigram Counts across LLMs

Trigram Count
(Before Dropping

Duplicates)

Trigram Count (After Dropping Duplicates)

BlueBERT
GatorTron

Small
GatorTron
Medium

BioClinical BERT
BioGPT

Base
BioGPT

Large

50,000 47,793 36,373 28,186 46,673 31,974 30,049
100,000 80,861 69,246 55,920 90,199 59,995 57,171
150,000 116,637 100,927 82,982 131,812 87,052 83,608
200,000 150,705 132,099 109,730 172,136 113,390 109,788
250,000 183,595 162,900 135,896 211,506 139,231 135,692
300,000 215,398 193,201 161,894 249,923 165,236 161,415
350,000 246,587 223,121 187,600 287,594 191,102 187,492

Figure 3: LLM Performance with Different N-gram
Models

els, indicating that the additional context provided
by trigrams and tetragrams does not contribute to a
higher predictive performance for this analysis.

5. Predictive Modeling for Sleep
Apnea Diagnosis

Sleep apnea is associated with increased cardiovas-
cular and metabolic risks. We aim to evaluate how
informative LLM-selected lexicons are in distinguish-
ing OSA from common comorbidities. Section 4 used
patients with OSA and/or HF for LLMs comparison;
this section addressed other common comorbidities,
including OSA and type 2 diabetes mellitus (T2DM),
OSA and hypertension (HTN), and OSA and Atrial
Fibrillation (AF) (Table 6).

Trigrams were used in the OSA and T2DM, and
OSA and HTN cohorts, while tetragrams were used

in the OSA and AF cohort. Two LLMs—BlueBERT
and GatorTron Medium—were used. For each pa-
tient cohort, an equal number of LLM-selected tri-
grams or tetragrams from both obstructive sleep ap-
nea (OSA) and the corresponding comorbidity in the
cohort were merged. Each unique trigram or tetra-
gram functioned as a presence/absence feature vari-
able for encoding discharge notes. Multinomial lo-
gistic regression was again employed for a 3-class 1-
to-many classification. A search for hyperparame-
ters, such as regularization strength and different op-
timization solvers, was conducted. All models under-
went testing using a repeated stratified 10-fold cross-
validation approach. The performance measures in
Table 7 are wAUC scores.

Table 7 shows BlueBERT consistently outperforms
GatorTron Medium in all cohorts, with wAUC rang-
ing from 0.917 for the OSA and T2DM cohort
and 0.802 for the OSA and AF cohort. Addition-
ally, based on Section 4.2, trigram model performed
slightly better than tetragam model, this might be
contributed to the performance variations between
trigrams (OSA and T2DM Cohort and OSA and
HTN Cohort) and tetragrams (OSA and AF Cohort).

To further investigate the impact of LLM-selected
ngrams on OSA diagnosis, we included a generic
ngram model, i.e., the Top-ngram approach in Ta-
ble 8. Instead of using LLM-selected trigrams, this
approach uses the most frequently appearing trigrams
in discharge notes from the MIMIC-IV dataset. Ta-
ble 8 shows that the Top-ngram approach yields com-
parable or better results for OSA diagnosis across
three patient cohorts.

We then examined the model parameters for a
better understanding of the models. Specifically,
we analyzed the number of unique ngrams used in
each model (i.e., Trigram Count) and the number of
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Table 6: Summary of Three Patient Cohorts

OSA and T2DM Cohort OSA and HTN Cohort OSA and AF Cohort

Diagnostic Label
Discharge
Notes(N)

Diagnostic Label
Discharge
Notes (N)

Diagnostic Label
Discharge
Notes(N)

OSA only (w/o T2DM) 22,624 OSA Only (w/o HTN) 12,534 OSA Only (w/o AF) 22,698
T2DM Only (w/o OSA) 46,178 HTN Only (w/o OSA) 55,000 AF Only (w/o OSA) 48,224
OSA & T2DM 7,268 OSA & HTN 17,358 OSA & AF 7,194
Total 76,070 84,892 78,116

Table 7: Diagnostic Results for the Three Patient Cohorts

Approach OSA and T2DM Cohort OSA and HTN Cohort OSA and AF Cohort
BlueBERT 0.917 0.834 0.802
GatorTron Medium 0.860 0.760 0.792

ngrams with non-zero coefficients in the fitted MLR
models (i.e., Non-zero Trigram Count)(Table 8).
Please note that a non-zero coefficient indicates that
an ngram contributes to the model performance. Ta-
ble 8 shows that the Top-ngram approach utilized
nearly all of the initial 200,000 ngrams, while Blue-
BERT started with a larger pool of trigrams; how-
ever, a significantly lower percentage had non-zero
coefficients, suggesting a more sparse model. This
is often desirable as it indicates a more parsimo-
nious representation, potentially enhancing model in-
terpretability and reducing the risk of overfitting to
noise in the data. Preliminary studies also indicate
that the BlueBERT model runs about 5 times faster
than the Top-ngram approach.

6. Predicting Mortality and Hospital
Readmission

This study aims to construct predictive models us-
ing historical EHR data to forecast future medical
outcomes. Our focus is on evaluating the predictive
efficacy of LLM-expanded lexicon, designed for OSA
diagnosis, in predicting mortality and hospital read-
missions.

6.1. Mortality Prediction

We extracted patients with obstructive sleep apnea
(OSA), type 2 diabetes mellitus (T2DM), or hyper-
tension (HTN). Patients’ discharge notes were la-
belled as deceased if patients expired either within
6 months after discharge or one year after discharge.
The numbers in Table 9 are discharge note counts for
different groups

Two approaches were explored. The Top-ngram
approach used the top 200,000 most frequently
appearing trigrams in discharge notes, while the
GatorTron Medium approach merged the top tri-
grams from each health condition’s GatorTron-
expanded trigram lists, resulting in a final trigram
count of 264,857.

Table 10 shows that the Top-ngram approach out-
performed the GatorTron model in both 6-month and
1-year mortality predications, suggesting that lexi-
cons identified by LLMs have some but limited util-
ity in predicting mortality risk. Yet, the GatorTron
model had a much lower non-zero trigram feature,
suggesting a simpler model.

6.2. Hospital Readmission Prediction

We extracted patients with obstructive sleep apnea
(OSA) or atrial fibrillation (AF). Patients’ discharge
notes were labeled as 1 if they were readmitted and
labeled as 0 if not readmitted or deceased. The
study cohort comprised a total of 67,161 patients,
with 42,124 readmitted and 25,037 not readmitted.

Two approaches were explored. The Top-ngram
approach used the top 200,000 most frequently ap-
pearing tetragrams in discharge notes, while the Blue-
BERT approach merged the top tetragrams from
each health condition’s BlueBERT-expanded tetra-
gram lists, resulting in a final tetragram count of
208,455.

Both the Top-ngram and BlueBERT approaches
demonstrated similar predictive performance in read-
mission analysis, as indicated by nearly identical
wAUC scores. Despite BlueBERT having a greater
total number of tetragrams, only a smaller fraction
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Table 8: Comparing Diagnostic Results: Top-ngram vs. BlueBERT

Approach
OSA and T2DM Cohort OSA and HTN Cohort OSA and AF Cohort

wAUC
Trigram
Count

Non-zero
Trigram

Count, N (%)
wAUC

Trigram
Count

Non-zero
Trigram

Count, N (%)
wAUC

Tetragram
Count

Non-zero
Trigram

Count, N (%)

Top-ngram 0.943 200,000
199,996
(99.9%)

0.861 200,000
199,960
( 100%)

0.896 200,000
114,515
(57.2%)

BlueBERT 0.917 240358
198,396
(80.9%)

0.834 240,885
208,407
(86.5%)

0.802 208,455
43,992

(21.1%)

Table 9: The Mortality Study Cohort

6-month
Post-discharge

1-year
Post-discharge

Alive 14,000 20,000
Deceased 9,606 14,796

contributed to the model. This suggests that the se-
lection of tetragrams via BlueBERT produced a fo-
cused feature set, possibly resulting in more relevant
but sparser features. In contrast, the n-gram method
seems to benefit from a broader, denser feature uti-
lization.

7. Discussions

Research suggests that obstructive sleep apnea in-
creases the risk of cardiovascular and metabolic is-
sues. Its frequent undiagnosed and delayed treatment
lead to poor patient outcomes and substantial eco-
nomic burdens. Deep phenotyping is crucial for early
treatment, targeted interventions, improved patient
outcomes, and more efficient healthcare resource al-
location.

This study aims to utilize large language models
(LLMs) and natural language processing to develop a
lexicon specific to various OSA subphenotypes. This
lexicon will help distinguish between patients diag-
nosed with OSA and its associated comorbidities, en-
hancing patient diagnosis and understanding of the
condition and its related disorders.

7.1. Major Findings

The BioClinical BERT and BlueBERT outperformed
all other tested models in diagnosing patients with
OSA and heart failure. Both LLMs were pre-trained
on one clinical dataset: MIMIC-III, potentially en-

abling the models to capture dataset-specific patterns
and gain domain-specific knowledge, thereby improv-
ing their performance. Additionally, a more complex
version of an LLM outperformed its simpler coun-
terparts, even with fewer trigram features (Table 5
and Figure 2). This suggests that complex models
are more adept at selecting higher-quality ngrams,
leading to a more accurate characterization of health
conditions.

Large language models can identify informative
lexicons for OSA sub-phenotyping in simple patient
cohorts, achieving wAUC scores of 0.9 or slightly
higher (Table 8, Figure 2, and Figure 3). However,
our preliminary study with more complex patient
groups showed more challenges in effectively distin-
guishing between subphenotypes.

The Top-ngram approach for OSA sub-
phenotyping, while yielding comparable or better
results (Table 8), is more complex and computa-
tionally intensive compared to the models built
with LLM-expanded lexicon. Although the LLM
approach began with a larger pool of ngrams, only a
smaller fraction had non-zero coefficients, indicating
a simpler and interpretable model with a reduced
risk of overfitting. This sparse modeling potentially
contributes to the LLM approach’s speed, which is
approximately five times faster than the Top-ngram
approach. In contrast, the Top-ngram method
utilizes a broader range of features, potentially
leading to a denser feature set, as opposed to the
focused and relevant feature set developed by LLMs.

The lexicons developed by large language mod-
els exhibited some utility, albeit limited, in predict-
ing mortality risk and readmission. Both the Top-
ngram and LLM approaches demonstrated compara-
ble predictive performance, reflected in nearly iden-
tical wAUC scores. However, models generated from
the LLM approach are simpler, a low percentage of
non-zero features.
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Table 10: Mortality Prediction Results

Approach
6-month Post Discharge 1-year Post Discharge

wAUC
Trigram
Count

Non-zero
Trigram

Count, N(%)
wAUC

Trigram
Count

Non-zero
Trigram

Count, N(%)

Top-ngram 0.905 200,000
199,712

(99.86%)
0.852 200,000

199,771
(99.9%)

GatorTron Medium 0.863 264,857
180,190

(68 .03%)
0.815 264,857

158,424
(59.8.5%)

Table 11: Readmission Prediction Results

Approach wAUC Score Tetragram Count, N Non-zero Tetragram Count, N(%)

Top-ngram 0.726 200,000 113,792 (56.9%)
BlueBERT 0.725 208,455 40,611 (19.48%)

7.2. Limitations and Future Work

In this study, we explored the effectiveness of em-
ploying LLM-expanded lexicons for various sub-
phenotyping of OSA and predicting patient out-
comes. One limitation is that discharge notes for
patients with OSA and comorbidities were labeled us-
ing ICD codes, primarily designed for billing and not
necessarily indicative of the patient’s final diagnosis.
To enhance model validation, we will consider incor-
porating two or more instances of diagnostic codes
for a specific health condition when labeling (Keenan
et al., 2020) or collaborating with physicians in this
study to create a ground truth dataset (Cade et al.,
2022).

Additionally, the ngram size study (Section 4.2)
demonstrated that the bigram model generally out-
performs the trigram and tetragram models. We will
further investigate the impact of ngram size by apply-
ing it to phenotyping other patient cohorts, such as
OSA and T2DM, OSA and HTN, and OSA and AF,
as well as predicting patient mortality and hospital
readmission risks.

Furthermore, the diagnostic and outcome predic-
tion solely relied on unstructured clinical notes. Our
future investigations will focus on integrating both
structured data (such as demographics and time se-
ries measurements) and unstructured data (such as
clinical notes) from EHRs for comprehensive pheno-
typing of OSA patients, as well as predicting mortal-
ity and readmission risks.

Other areas for future work include developing lex-
icons using a combination of ngram sizes, construct-
ing models for complex patient cohorts, exploring ad-

vanced machine learning models beyond MLR, and
delving into improved methods for explaining model
outputs to benefit clinicians from our study.
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