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Abstract
Artificial Intelligence (AI) evolved in trends. Currently, the trend is Conversational Artificial Intelligence (CAI). Thosemodels of AI are focused on text-related tasks, and their commonest applications are chatbots. On this paper, we explorea smart chatbot using the Large Language Models (LLMs) from openAI. I have used a tool called Teachable Machine(TM) from Google to apply transfer learning and create image-based models. I have built two image-based model: forX-ray and for OCT. The model of X-ray is able to detect viral and bacterial pneumonia, whereas the Optical coherencetomography (OCT) model can detect Drusen, Choroidal Neovascularization (CNV) and (Diabetic Macular Edema DME)conditions on the patient’s eyes image. I have also used TensorFlow.js from Google to create a diabetes detection model.All those models are integrated into a chatbot, that according to the message entered by a user, is able to use the modelsintelligently. Our results show a good integration between the models and the chatbot, with slight deviations from theexpected behaviors. For the OCT model, we have also tested a stub function for medical appointments done by the bot,based on how serious is the patient condition. The future of artificial intelligence are public APIs, as I have shown that acomplex model can be built, without a complex research infrastructure, and with low costs. Bioinformatics may havegained a new supporter towards more friendly interfaces on bioinformatics.
Keywords: Bioinformatics; Large Language Models; openAI API; transfer learning; Teachable Machine; JavaScript;Angukar; chatbots.

1 Introduction
Artificial Intelligence (AI) evolved in trends. Currently,the trend is Conversational Artificial Intelligence (CAI).Those models of AI are focused on text-related tasks, andtheir commonest applications are chatbots. On this cyclesthat AI tools generally pass by, one of them is applications.On this phase, researchers try to understand where thenew tools can be applied. Since AI models are generic, theapplications can range, and the creativity of the researchermay be the most important part, more important than themodel itself.With CAI is not different. Chatbots, largely poweredby Large Language Models (LLMs), are being appliedeverywhere. One application that caught my attention ison bioinformatics. Most of the applications nowadays arepossible just because CAI practitioners built what is knownas Large Language Models (LLMs), those are languagemodels, but using large datasets. chatGPT is a LLM,widely known by researchers nowadays. The potential of

openAI APIs, being chatGPT one of them, has been largelyexplored, tested and documented. I am going to explorethem as a smart chatbot for medicine.
1.1 Mymain goal

My main goal is presenting a prototype for a smart chatbotfocused on medical conversations. I am also going todiscuss how this approach fits at the scientific literature,also how other researchers can build similar systems usingthe same tools I have used.
1.2 Motivation

As LLMs become popular and easily accessable, onenatural application is on medicine. Models in medicine hasbeen a common application in the scientific community.The idea of supporting medical professionals withcomputational solutions is present on basically any applied
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computer science group. I have explored those modelsall over my career, and I have seen how those modelsare well-accepted and called for on the medical researchcommunity. Those models are a branch of what is called
evidence-based medicine.Daniel Kahneman is widely known for his studies onbiases on human decisions, which led to a Nobel Prize.More recently, he started with colleagues to study otherfactors that may influence the human decision makingprocess Kahneman et al. (2021) . One of the topics hestarted to study is precisely decisions in medicine, usingmodels. He highlights the work of Meehl Meehl (1954),which showed long before AI gained momentum thatmodels can be superior to human experts on certainscenarios. See Kermany et al. (2018) for a real example onthe cases we are going to consider. Kermany et al. (2018)compared human experts with models built from theirannotations. Even though some experts can be superiorto the models, the variations on humans were higher.The predictions by the models were more predictable andconsistent. Therefore, even it is hard to sell the idea thatmachines will replace humans in medicine, it is obviousnowadays that they are more predictable, with lesservariations that may cause misdiagnosis.One interesting feature about models is that: once theyare properly trained and work as planed, they are easilytransferable, with low to zero cost. it may be hard andcostly to train those models. But, once they are trained,they become pretrained models, like chatGPT, and theybecome cheap and easily distributed. Human intelligencebecomes most costly as they become more specializedand reliable. Surely it is more costly to be diagnosed byDr House, but is not more costly to be diagnosed with atransfer learning model, powered by openAI APIs. It fact,it is a belief that the cost of intelligence will drop drasticallyon the upcoming years. Surely, from experts will also droponce we have better models.Another point about human intelligence: it tends to befocused. An experts will be good at a small number of cases,being average on the rest. Models do not fall on this sameissue: a model can be good at say diagnosing 1.000 classesthe same way it is good at diagnosing three classes. Humanintelligence loses precision as the number of classesincreases: they tend to be like a normal distribution, veryhigh at a certain domain, and average on the remaining.Human intelligence declines as the number of informationincreases, whereas machine intelligence will actuallyimprove as we have more information, more data.
1.3 Contribution to the literature

I hope to contribute on how chatbots can be integratedwith specialized models applied to bioinformatics. This iswhat I have called innovating with biomathematics Pires(2022). I cannot imagine an user interface more friendlythan a chatbot, a LLM.I hope to leave a discussion that will encouragebioinformatician to pack their models into chatbots. Thisapproach is an alternative to the classical UI/UX.As I will discussion on the literature review section(Section 2), there is a rich literature on deep learningapplied to medical images, and a scarce literature in

chatbots in bioinformatics. I was unable to find similarworks to mine. This means that there are enoughdiscussions on computer vision applied to medicine, anda gap on how to integrate those models into chatbots(powered by LLMs).
1.4 Where our work stands

I was unable to find works that follow the same approach Ihave done. It is possible to find several works applyingLLMs to bioinformatics, also, using transfer learning.chatGPT has been largely explored in bioinformatics sincereleased. Nonetheless, they have the classic view onbioinformatics: build a local and powerful model, but noconcerns on how to integrate those models into somethinguseful, as a chatbot. They also tend to be an explorationof the LLM as a language model only. They tend to focuson what is called a chat-oriented CAI Pires (2023c). Task-oriented CAI is more in-line with what I have done herein:a chatbot that can execute tasks based on conversations. Ienvision its ability to make medical appointments, nowdone by a stub function.For integrating those models published as afunctionality enlargement on a traditional approach, itwould be necessary to study one by one, transform themin a single computer language or workflow, for thenintegrating them into a chatbot. This is an issue alreadyknown on the community of applied mathematics inbioinformatics. Even though I show an example withmodels, the approach is generic enough to be applied toother cases. The image models I built is a replication fromKermany et al. (2018), but I have built my own, showingthat it is possible to replicate basically any transferlearning model published, and pack those models intoa smart chatbot. What is needed are their datasets, andmain instructions they have followed. The number-basedmodel is from a previous work of mine Pires (2023b).
1.5 Organization of the paper

I have organized this paper according to guidelines fromGastel and Day (2022) on the format IMRAD (Introduction,Methods, Results and Discussion). I have in fact added twoextra sections called Literature Review (Section 2) andDiscussion (Section 5). Thus, I am using the variationcalled ILMRAD structure Gastel and Day (2022). Thisformat is widely used, even though it may bring somechallenges on how to organize the paper.The first section was presented, the Introduction,where we have contextualized the research. Section 3presents the methods. On this section, I present how wehave built our system. I answer the question: How was theproblem studied? Section 4 presents the results, I answerthe question: What were the findings? Section 5 answersthe question: What do these findings mean? Finally, onSection 6, I close the discussion.In addition, I have supplied a list of cited works, anda Supplementary Material with full conversations andcomments with my current prototype for the smartchatbot.
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2 Literature Review
On this section, I am going to make a short literaturereview. The goal is putting the work I have done underperspective. This literature review is not by far exhaustive,it serves our purposes instead. For some topics, such astransfer learning in medicine (Section 2.4) the literatureis very rich, for others, such as chatbots in bioinformatics(Section 2.2), the literature is either very recent or scarce.It helps us to understand better what is well-exploredand what is still to be better explored. It helps us to seegaps on the literature, and where are the opportunitiesto best contribute to the scientific community. The factthat transfer learning is well-explored in the literature isa good result for us, whereas the fact that chatbots are arecent topic on the literature shows the potential of ourresearch to enrich the scientific discussions on the topic.
2.1 Chatbots and the road towards LLMs

The term “chatbot” refers to a computer program that cansimulate conversation with human users through naturallanguage. The first chatbot was developed in 1966 byJoseph Weizenbaum at MIT Laboratories and was called
ELIZA. ELIZA was a simple program that used pattern-recognition to pick out patterns in a person’s speech,then repeated the words back to the person in a premadetemplate. The most famous implementation of the ELIZAchatbot is DOCTOR, which acted like a psychotherapist,responding to a patient’s statements by selecting a phrasefrom the respondent and parroting them back in the formof a question. Since then, chatbots have come a long wayand have evolved to use various techniques of naturallanguage processing, understanding and generation toprovide more natural and engaging conversations. Ahistorical discussion can be found this on Code Academypage.Even until the release of LLMs as APIs (e.g., chatGPT),the chatbots were not that smart neither. Most of themwere based on "selection": the user would be guided byselecting options, far from natural. Building a chatbotrequired a considerable level of expertise Freed (2021),and their basic ingredients were not easily accessible.Nowadays, both the LLMs and interfaces for creatingchatbots are easily available. One can build such chatbotsin hours, with minimal financial costs. Caldarini et al.(2022) did a literature survey on the advances of chatbots.
2.2 Chatbots in bioinformatics

Large language model-based chatbots like ChatGPT arealso being explored in conducting bioinformatics dataanalyses, such as deciphering bioinformatics illustrationsand applying biological knowledge Wang et al. (2023).Additionally, there are efforts to evaluate the use ofchatbots for answering questions related to COVID-19 using language models like GPT-2 and differentapproaches for filtering relevant responses Oniani andWang (2020). Chen and Deng (2023) used those modelsfor gathering information from datasets and knowledgedatabases, they claimed to have gone beyond chatbots.In fact, Pires (2023a) explored the openAI API as a data

science tool, it can be easily integrated on a chatbot,making them indeed more than "just a chatbot".Note that most of those researches mentioned arepreprints. It is mainly because chatbots in bioinformaticswas possible mainly after those LLMs became availableas APIs. Before, just to make such chatbots, one wouldneed to build a LLMs, which is expensive and resource-consuming. I am going to explore the APIs from openAIfor creating our medical chatbot.Lubiana et al. (2023) did an initial attempt to organizescientifically all the information going around aboutchatbots in computational biology (bioinformatics). Thisis a very important endeavour since as those chatbotsgain attention, also false claims and exaggerations maycome to the surface and it is possible to find unrealisticexpectations. It is important that we apply those modelsto bioinformatics, but it is also important to keep realisticapproaches. We should have clearly what they can do well,and what they can do poorly. Where they can be trusted,and where attention should be kept.Overall, chatbots have the potential to assist in dataexploration, analysis, and knowledge acquisition inbioinformatics Pires (2023a).
2.3 Chatbots in medicine

Chatbots have shown significant potential in the fieldof medicine, particularly in managing routine tasks,processing large amounts of data, and providing patienteducation. As I am going to present, they also mayserve as UI/UX to models, turning the interactionswith models less technical, requiring less knowledgeon those models for using them properly. An informalsurvey I have done amongst life scientists showed thatmodel parametrization can be a limiting factor to usethose models. I have also noticed that on a day-by-day interaction with those researchers. The interactionwith a model using chatbots resembles that of a dailyconversation.However, it is important to acknowledge that chatbotsshould be seen as supplements rather than replacementsfor human healthcare professionals. While chatbots canprovide instant responses and save patients’ time, thereare risks associated with incorrect interpretation of userrequests and potential misdiagnosis. Additionally, thedeployment of AI in medicine raises ethical and legalconsiderations that require robust regulatory measures.The ultimate goal should be a collaborative model, withchatbots and medical professionals working together tooptimize patient outcomes. This approach acknowledgesthe complexity of healthcare and the irreplaceable humanelements it entails. As I see it, chatbots could make itpossible for medical professionals to give more attentionto patients once routines can be automated, and trivialcases can be handled by those chatbots. Elyoseph Z and M(2023) showed that chatGPT has a high level of emotionalawareness.Altamimi et al. (2023) raise the concern that thosechatbots will never replace medical doctors, even as weare going to see, they have a high potential. I also hold thisscientific perspective. I do not believe that those chatbotsshould be trusted without additional mechanisms to
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double-check their actions. Also, not all tasks shouldbe automated in medicine, especially, the ones thatmay require more human’s emotions even though thosemodels have emotional awareness Elyoseph Z and M(2023).Its my view that they are indeed assistants, notreplacements. The model I am going to present,misdiagnoses may happen, and also tagging a patientas urgent, but not being. Of course, those models willevolve and chances are that they will be each time betterand better. My view is a first stage with chatbots likethe ones I am going to present, but humans on a secondlevel making sure there is no serious misdiagnosis. Oreven, focusing on tasks that only humans can do, wherehumans are really needed as living beings. One interestingfact about artificial intelligence models in diagnosis isthat they tend to be more precise, with less variance ondiagnosis Kermany et al. (2018). Humans tend to makemore mistakes, it is not unknown that medical diagnosismay vary a lot between professionals in some situationsAbimanyi-Ochom et al. (2019).Aksenova et al. (2023) hold the view that "Suchsolutions can reduce the burden on medical professionalsand increase patient satisfaction." In fact, that was alsothe motivation behind Kermany et al. (2018), from where Ihave taken the datasets and some guidance for our image-triggered model. They also highlight the importanceof having those systems on place where the access tospecialized healthcare professionals is limited.It is true that we should be caution on letting thosemodels without human’s assistance, but the true questionare the scenarios where no human’s assistance exist at all.On those scenarios, those systems may be an alternative.Where no assistant is possible since the diagnosis istoo specialized and expensive, a model could make thedifference. Reducing costs in medicine can be a matterworth-considering when deciding to deploy those modelsPires (2020). I do agree with Altamimi et al. (2023) thatchatbot will never replace medical doctors, they can bea first contact, a triage tool, a healthcare professionalcompanion/assistant. Furthermore, as I am going toshow, the chatbot, powered by openAI APIs, can answerquestions using their vast knowledge acquired during itstraining as a LLM Rosoł et al. (2023).Yang et al. (2023) highlight "users should be vigilant ofexisting chatbots’ limitations, such as misinformation,inconsistencies, and lack of human-like reasoningabilities ", which I agree completely. There are twopossible solutions: fine-tuning the models from openAPI,or using a medical-text datasets, which can be articles.The openAI API has been shown to be very good atinformation mining from piles of texts. I am going tofollow a different approach, which can be in the futureintegrated with those mentioned approaches, they are notincompatible. I am going to provide functions, trainedmodels, that the chatbot can use at their will. This is doneusing the APIs from openAI. This same approach was usedby Wolfram Group, where they have handled the well-known undesirable behavior from chatGPT to producedisinformation by providing powerful models that it coulduse for answering questions. There is a growing body ofresearches assessing the place of LLMs in medicine Rosoł

et al. (2023).More discussions can be found on the papers Kim et al.(2023); Li et al. (2023); Loh (2023); Galland (2023); Cheonget al. (2023); Greene et al. (2019); Miner et al. (2020).
2.4 Deep learning and transfer learning in

medical images

Medical images became a part of medical diagnoses.Nonetheless, they also bring challenges, such asinterpreting them. Generally, those interpretationsrequire expertise. The process by which experts addinformation to images is called annotation, annotation isthe biggest bottleneck when ones tries to build modelssince this process need to be done by experts. One solutionlargely used, and I am going to explore this solution, is
transfer learning.Medical images have been a very common place forexploring the capabilities of computer vision models. Onenice observation: it is not necessary to be a medical doctorto train those models, and make them work. It is necessaryjust the images annotated, which can be found onlineon datasets such as Kaggle, or on institutional datasetscurated by some universities.
2.4.1 Transfer learning inmedical imagesTransfer learning applied to medical images has become apopular approach, despite differences between the sourceand target domains. The factors that determine theeffectiveness of transfer learning in the medical domainare not clear. However, recent experiments on medicalimage datasets suggest that transfer learning is generallybeneficial. The reuse of features from the source domainplays an important role in the success of transfer learning.Other factors that influence transfer learning includedata size, model capacity, model inductive bias, andthe distance between the source and target domains.Several studies have explored different aspects of transferlearning in medical image analysis, including diseasedetection and classification, edge detection, and COVID-19detection. Overall, transfer learning has shown promise inimproving the performance of models trained on medicalimages.Transfer learning is a standard technique to transferknowledge from one domain to another Matsoukas et al.(2022). Matsoukas et al. (2022) conclude that transferlearning is beneficial in most cases when applied tomedical images, and it characterizes the important rolefeature reuse plays in its success. Matsoukas et al. (2022)highlight that basic assumptions about transfer learningso far ignored started to be asked. Kermany et al. (2018)actually did an experiment and found that for the OCTimages I am going to explore herein, their models actually"look at the right place" on the medical images fordiagnosis. Their feature model use the same datasetmentioned by Matsoukas et al. (2022), which is alsothe same I am going to use: ImageNet. This questionis interesting to mention for instance when classifyingsnakes with transfer learning Pires and Dias Braga (2023):humans know where to look at when classifying snakes,for transfer learning, it would be interesting to investigate
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how it works. The nice feature of transfer learning, whatmakes it so universal, is the fact that it works basicallythe same way in any application, be it snakes be it medicalimages.Tang and Cen (2021) did a survey on transfer learningapplied to medicine. They discuss the possible futuredirections of transfer learning applied in medical imagerecognition.When it comes to transfer learning applied medicine,the literature is very rich, more examples are, but farfrom exhaustive, Wang (2022); Dikmen (2022); Aftabet al. (2021); Mahanty et al. (2022); Polat and Güngen(2021); Yang et al. (2021); Althobaiti et al. (2022). It showshow successful it has been the application of artificialintelligence to medical researches.
2.4.2 Transfer learning applied to chess x-ray imagesTransfer learning has been applied to various medicalimaging tasks to improve diagnosis and classificationaccuracy. In the field of chess, transfer learning hasbeen used to analyze X-ray images and aid in thedetection of diseases and abnormalities. For example, onestudy implemented deep transfer learning to diagnosespondylolisthesis and scoliosis from X-ray images withoutthe need for tedious measurements Fraiwan, Audat,Fraiwan and Manasreh (2022). The models achievedhigh accuracy values for three-class and pair-wise binaryclassifications, providing a supporting tool for physiciansto make early and accurate diagnoses. Another studyproposed an automatic detection method for COVID-19infection using chest X-ray images Ohata et al. (2021).Transfer learning was used in combination with differentconvolutional neural networks (CNNs) and machinelearning methods to achieve high accuracy and F1-scoresin detecting COVID-19. These studies demonstratethe effectiveness of transfer learning in improving thediagnosis of chess X-ray images. Other studies are, farfrom exhaustive ul Haq et al. (2021); Hamida et al. (2021);Duong et al. (2021); Prusty et al. (2022); Minaee et al.(2020); Fraiwan, Al-Kofahi, Ibnian and Hanatleh (2022);Jawahar et al. (2022); Ohata et al. (2021); Apostolopoulosand Bessiana (2020).My focus herein is pneumonia detection using X-ray,therefore, pneumonia works are more related to ourendeavour. Prusty et al. (2022) used a ResNet50V2 insteadof the classic MobileNet, that I am using herein, and alsodid our main reference Kermany et al. (2018). ResNet50V2and MobileNet are both convolutional neural networks(CNNs) that are widely used in computer vision tasks.ResNet50V2 is a deeper and more complex model thanMobileNet, which makes it more accurate but also morecomputationally expensive. MobileNet, on the other hand,is a lightweight model that is designed to be efficient andfast, making it ideal for mobile and embedded devices. Formy case, I am concerned about being lightweight sinceour models is focused on web applications (i.e., the useris responsible for the computational load). I have donea search on TensorFlow Hub, where those models arepublicly deployed, and there is no public version of thismodel. It means that comparing the models for my casemay not be trivial.Jawahar et al. (2022) is concerned about diagnosing

COVID-19 pneumonia using patients’ chest X-Ray images.They stress how new, and important is this application.Ohata et al. (2021) also stress the fact that COVIDmay lead to pneumonia, and diagnosis by X-ray imagecan avoid further complications. COVID can lead toVentilator-Associated Pneumonia (VAP) Deng et al. (2022).COVID may lead to viral pneumonia, which is not theworst according to Kermany et al. (2018). The systemdesigned has a "trigger" that separates viral from bacterialpneumonia. Assuming COVID pneumonia is moredangerous than the other viral pneumonia, it would bepossible to create a new trigger to COVID pneumonia.The fact that COVID may lead to pneumonia also caughtthe attention from Hamida et al. (2021). They developed arapid and accurate medical diagnosis support system todetect COVID-19 in chest X-ray images. Their model wastrained on a dataset containing COVID-19, tuberculosis,viral pneumonia, and normal cases.It is possible to infer that the literature in chess X-rayusing transfer learning is vast, rich and very active. COVIDwas largely studied on those cases.
2.4.3 Deep learning applied to Optical coherence

tomographyDeep learning has been successfully applied to opticalcoherence tomography (OCT) in various studies. Malocaet al. (2022) developed a reference database for thechoroid of Cynomolgus monkeys using hybrid deeplearning segmentation. Another study Maloca et al. (2023)investigated the impact of ground truth data size andhuman graders on DL algorithms for OCT segmentation,revealing a linear relationship between ground truthambiguity and performance. Denk et al. (2023) created areference database for the retina of Cynomolgus monkeysusing hybrid deep learning segmentation. Allegriniet al. (2023) examined the effect of optical degradationfrom cataract using a new deep learning segmentationalgorithm. Park et al. (2022) developed a deep learningmodel for automated detection of pathologic myopiausing 3D OCT images. Subramanian et al. (2022) utilizedtransfer learning and Bayesian optimization to classifyretinal diseases from OCT images, achieving high accuracywith DenseNet201. Singh et al. (2022) proposed anintegrated deep learning framework for accelerated OCTangiography.Kermany et al. (2018), our main reference herein,used similar technique from me. They applied a transferlearning using ImageNet for classifying human OCTimages. They have compared with human experts, andfound that even though those models cannot be better thanall experts, they are better than some experts. The mostinteresting result was seeing that those models presentless variations on their diagnosis, they tend to be morereliable and predictable on their OCT diagnosis.
2.4.4 Neural networks on diabetes detectionNeural networks have been widely used in the detectionand diagnosis of diabetes. Siahmarzkooh (2021) proposeda method for diagnosing diabetes using the Ant ColonyOptimization (ACO) algorithm in combination withartificial neural network features. Their simulationresults showed improved prediction accuracy compared
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to other studies. Haritha et al. (2018) implementedartificial neural networks with principal componentanalysis for early-stage diabetes detection, achieving aprediction accuracy of 99.3%. Alghamdi (2022) evaluateddeep learning models for diabetic retinopathy detection,finding the VGG-16 model to be superior in terms ofaccuracy. The authors also highlighted the need forimproved explainability of deep learning models formedical diagnosis. Other studies, such as Vaidya (2021)and Joshi et al. (2022), also demonstrated the effectivenessof convolutional neural networks in detecting diabetesand diabetic retinopathy. These studies contribute tothe development of accurate and efficient methods fordiabetes detection and management.I am going to focus on a shallow neural network, withno transfer learning, and a small number of layers andneurons. The model I am going to use, and possiblevariations, is from a previous work of mine Pires (2023b).
3 Methods
On this section, it is presented the basic tools used, andapproaches followed. It is provided basic details on thechatbot designed, such as workflows, basic componentsand its respective dynamics. With all those details, itwould be possible to either understand how the systemworks or build similar versions if the reader finds it usefulfor their research. Whenever possible, code snippetsare provided. This section was organized using generalguidelines from Gastel and Day (2022).Our system has two main components: a conversationalartificial intelligence (a chatbot) and models trainedfor assisting this chatbot. The models trained belongto two groups: data-driven and image-driven models.The former was trained on numerical medical datasets,whereas the latter was trained on medical image datasets.The numerical model was trained to detect diabetesPires (2023b). The image model was trained to detectanomalies in OCT images and pneumonia from X-rayimages Kermany et al. (2018).
3.1 An overall map of our system

Our system is triggered either by an image upload or byentering a text message (Fig. 1).They call/trigger different models, but those possiblepaths have the same underlying principles and tools, whatchanges are the final model they call, and the input theyrequire in order to accomplish their tasks. Therefore, thechatbot is the in-door for those possible set of algorithms(see Fig. 2 and Fig. 3 for an overview).Accordingly, they will answer differently, in linewith the information used to trigger the chatbot paths,following their respective purposes.Fig. 2 illustrates the basic models we have at ourdisposal at the current stage of the prototype we have built,for the smart chatbot to call and use to interact with theuser. The selection of the model to be used accordingly isdone by the function calling algorithm from openAI, whichis a smart way to give tools for a chatbot such as chatGPT.Those tools are called when needed to interact with the

user. The chabot may decide not to call any function whenyou say "hello", or ask for more information instead. Wehave tested the scenario of missing information (Table 2).Fig. 2 is read as following:
i. The user interacts with the chatbot;ii. The chatbot uses openAI APIs to choose a propermodel to use;iii. The chatbot uses openAI APIs for creating a textual-friendly response, a human-like response, using theresponse from our models, and their knowledge andcapability as a LLM;
Fig. 3 illustrates the workflow for the system: themacro-behavior, how it works without getting into details.Fig. 3 is read as:
i. The user uploads an image, or type a message withinformation regarding medical measurements;ii. The system will have to decide which type ofinformation was entered, since they trigger differentpaths and different models as endpoints;iii. Once all the information is gathered, the propermodels are called, it must create a final response, andtake actions if needed (just the model for images willtake actions currently). For the case of the image-triggered model, it can book a time with a professional;
Currently, the function that schedules an appointmentwith a medical professional is a dummy function, it is astub function. But it can be integrated with a dataset,or external API, that will make the appointment. Wetested that on a different project with similar workflowusing the Booking API from Wix, and it can be donewithout too much work. Also, as alternative, GoogleCalendar has an external API. On this approach, the samefunction calling technique can be used for making thebooking functionality smart enough to choose the properprofessional, intelligently.Fig. 2 illustrates in a single diagram the system overalldynamics: the chatbot is working as an intelligent/smart"shifter"/"swifter" between different models by usingthe function calling option available on the openAI API.The user is not aware of, it happens under the hood. Allthe required dynamics to choose which model to use anduse it for a response happens under the hood. The userjust receive texts on the chatbot. This is certainly analternative to the classical UI/UX, where one must click onbuttons, choose options and more. See here for an examplewhere it was implemented the 1-feature model of diabetesdetection using interface instead of chatbots (it has alsobeen coded in Angular, similar to the chatbot discussedherein).

3.2 Diabetes model: building models with
TensorFlow.js

The model we have (re)-built was discussed on Pires(2023b), and also variations of this model. The model files,the model ready to use, can be downloaded from GitHub.One can upload the model in Angular, or make theproper adjustments for their preferred computer language,using Angular (TypeScript):
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Figure 1: Current interface (UI), where the user can enter either a text-message or upload an image. We have uploadedan X-ray image with pneumonia. Interface designed using Angular Material inside Angular. Source: RoboDoc app.

Figure 2: Chatbot as UI/UX for our models.
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Figure 3: Macro-behavior of our system: it can be triggered either by image or by text. See Fig. 4 for more details on theimage-based model. See Fig. 5 for the text-based model. Source: based on the real implementation of the chatbot.

Figure 4: Image-based model. Source: based on the real implementation of the chatbot.
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Figure 5: Text-based model. Source: based on the real implementation of the chatbot.

1 async diabetes_model ( features : number[ ] ) {23 / / Location of the model , should be downloaded4 / / The other f i l e should be placed in the same folder5 const modelPath = ’ . / assets /my−model . json ’ ;67 l e t output : any = {message : "no prediction done"};89 / / Loading the model l o c a l l y10 return t f . loadLayersModel (modelPath ) . then ((model) => {1112 const input = t f . tensor2d ([ features ] ) ;1314 / / Making a prediction using the diabetes model ,15 / / already trained16 const r es ul t = model . predict ( input ) as t f . Tensor ;1718 / / TensorFlow . j s stuff ,19 / / needed to get the values from GPUs20 const prediction_value = re su lt . dataSync ( ) [ 0 ] ;2122 output= { probabil ity : prediction_value } ;2324 / / This i s needed for openAI APIs25 / / to understand the response as string26 return JSON . s tr i n g i fy ( output ) ;2728 })29 }

TensorFlow.js was created mirroring TensorFlow inPython; one can even transform models in TensorFlow toTensorFlow.js, and use them normally Laborde (2021), and
vice and versa. We have trained our model on an extensivedataset on diabetic and non-diabetic patients, availablefreely on Kaggle. It was used 2.000 samples, equallydistributed between diabetic and non-diabetic patients.The model had to predict whether a patient had diabetesbased on six features (Table 1).It was deployed here a version of the 1-feature model

from Pires (2023b), just the interface for the model, nochatbot. This is the alternative to the chatbot as interface.
3.3 Building the models with Teachable Machine

Teachable Machine (TM) is a platform created andmaintained by Google. It is not clear from their officialdocumentation how it works, but it is known theyare using TensorFlow.js (TFJS) Laborde (2021), an APIfor creating neural networks focused on deep learning,also created and maintained by Google. It possiblethey are using additional metaheurics that increases theplatform performance, compared to just using TFJS, asit is. Metaheuristics can make the difference on thosealgorithms.An apparent superiority of TM models compared to ourpeers were noticed Kermany et al. (2018), but it hard toexplain why since the technical details of TM is not clearon their official documentation. It is possible to infer fromtheir official documentation how it works from a generalstandpoint, but not their inner workings. It is possiblethat those details are on their GitHub repository. It is alsoprovided a community repository. Those details will beleft for the reader to explore, just the platform is exploredherein.It is possible that metaheuristic they have created on topof TFJS, which gave their models this apparent superiority.By superiority, we mean: i) the models seems to convergefaster than the ones reported in Kermany et al. (2018),theirs take hours to converge, whereas ours take minutes,no more than 1-10 minutes for converging; ii) TM seems
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Table 1: Features used to train the model with six featuresfor diabetes detection.
Feature Short Description
HbA1c level Higher levels indicate a greaterrisk of developing diabetes.age age ranges from 0-80 in ourdataset. Diabetes is morecommonly diagnosed in olderadults.bmi BMI (Body Mass Index) is ameasure of body fat based onweight and height. HigherBMI values are linked to ahigher risk of diabetes.blood glucoselevel Blood glucose level refers tothe amount of glucose in thebloodstream at a given time.High blood glucose levels area key indicator of diabetes.HbA1c level is a long termmeasure, 2-3 months.heart disease Heart disease is anothermedical condition that isassociated with an increasedrisk of developing diabeteshypertension Hypertension is a medicalcondition in which the bloodpressure in the arteries ispersistently elevated.

Source: Pires (2023b)

to require lesser images (about 30 images for each class,which is a very small number).By reading the paper of our peers Kermany et al. (2018),it seems the same approach that was applied herein isexplored on this paper, which makes is harder to associateany possible superiority on the models. They are usingtransfer learning using ImageNet as dataset: "Usingthe Tensorflow we adapted an Inception V3 architecturepretrained on the ImageNet dataset " Kermany et al. (2018).Inception V3 is a more complex architecture that is bettersuited for high-performance computing environments,while MobileNet is a lightweight architecture that is moreefficient for mobile and embedded vision applications. Forsure working on the browser, it is better to travel light.Inception V3 was introduced in 2015 by Google researchers,whereas MobileNet was introduced in 2017 by Googleresearchers.Another scientific inquiry that we were unable toconfirm: ImageNet may have changed since theirpublication in 2018; maybe also the feature models, sincein artificial intelligence, models may become obsolete fast.We have also noticed this patterns on another researchwe did Pires and Dias Braga (2023). We actually tried toreplicate this behavior, using just TFJS, but we could notsee the same superiority of the final algorithm in term ofconvergence.Those are all possible speculations.It is straightforward to create a model using TM:
i. Open their platform;ii. Choose your model configurations, very basic;

iii. Add the classes;iv. Add the images per class;v. Ask to train;vi. See the metrics they provide after training;vii. Export your model either by downloading oruploading the model to their cloud;
We have chosen to upload the model to their cloud. Themodel will be available as a link. If this link is used onthe browser, you will see an interface with the model; ifthe link is used on a code, it will upload the model locally.Below is an example on how one can upload locally a modelfrom TFJS, and make a prediction.

1 / / Loading the model l o c a l l y2 const modelURL = TFlink + ’model . json ’ ;3 const metadataURL = TFlink + ’metadata . json ’ ;4 const model = await tmImage . load (modelURL, metadataURL ) ;5 const prediction = await model . predict (image ) ;
What is interesting regarding this approach: adding newmodels is relatively easy. Therefore, one can add newmodels as soon as they have a new image dataset, andthe changes on the core model will be minor. The chatbotwill have the chance to call new models as soon as it isavailable to be called. On this approach, a very complexchatbot for medicine can be built by parts, using a "Legoapproach". Nowadays, it is possible to find several onlinemedical datasets for free (e.g., Kaggle list).At the current moment, TM does not support datasetslike the ones for diabetes: it is focused on image, videosand sounds. That is why we had to build the diabetes modelusing TFJS directly.TM uses transfer learning, the same underlyingapproach from our peers Kermany et al. (2018). That iswhy you can train a model with 30 images in TM, a typicalimage model may require millions of images. For Kermanyet al. (2018), even with transfer learning, it took themhours to weeks to train their models. TM takes minutesto finish the training; for 30 images, it takes seconds.
3.4 Building our chatbot with Angular

(TypeScript)

It has already been shown on several previous works howpowerful Angular can be for building scientific software,e.g., Pires et al. (2021). The core advantage: one language,one software.Angular is coded in TypeScript, which is a supersetof JavaScript. TensorFlow.js was created for JavaScriptprogrammers: it works on the browser, or using Node.js.Thus, one can build the entire app (back to frontend),from machine learning to interface in one single language.No need to shift between different languages, servers,and environment. In fact, some challenges may appearwhen using TFJS in Angular, since it is in Typescript,nonetheless, they can be handled with programmingskills.It can be very stressful having several servers andlanguages in a single project Pires et al. (2021). The factthat it is possible to build everything in a single languageis something to celebrate and take advantage of. Severalsurveys have been showing how fast JavaScript is growing,and it may become one of the biggest and most complete
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language. It can be used basically everywhere, in special,in the browser.Angular also is not left behind. Recently, it becamealso a server-side language, which means, it is possible todeploy their app without needing a backend framework,and we have taken advantage of that, called, Server SideRendering (SSR). It is very easy to setup, different fromhaving to create a server just to deploy the Angular app.
3.5 Building our chatbot with openAI APIs

We have used the following models from openAI APIs:
i. gpt-4-1106-preview - this is their version of GPT 4as API;ii. gpt-3.5-turbo-1106 - this is their chatGPT version asAPI;iii. gpt-4-vision-preview - this is their visioncapabilities;
gpt-4-1106-preview and gpt-3.5-turbo-1106, which doessentially the same task, they differ in function, cost,and response speed. Nonetheless, on this case, we did nothave much of a choice; see Supplementary Material for theconfigurations of the chatbots.For instance:
i. gpt-4-1106-preview is superior to gpt-3.5-turbo-1106,but it refused to make medical diagnosis, even thoughwe provided a tool to call. This behavior did not happenwith snakes Pires and Dias Braga (2023). Therefore, it ismost likely their content moderation they have createdto avoid bad applications of their APIs, which sadly blockeven the function calling when asked to make an imagediagnosis;ii. gpt-3.5-turbo-1106 did not seem to "listen" very well:we asked it explicitly not to pass empty parameterswhen calling the diabetes model, and it passed whenparameters were missing instead of asking the missingparameter to the user as we desired, and we asked itto do explicitly as prompt. One solution is changingthe diabetes model to give back an error message whenempty parameters are passed. On the current version,we just used gpt-4-1106-preview, which solved theissue. See Supplementary Materials for the sampleconversations.

3.5.1 Parameter extractionOne usage we did of the openAI API was to extractparameters from a text image. The user sends a textmessage with information, then the model should extractthe parameters, for making a function calling. Theparameters should be mined from the text-message,automatically.
I have done a couple of testes, and I would like to know my chances ofhaving diabetes. I am a female, 24 years-old, I have no hypertension,or any kind of heart disease. My BMI is 35.42, my HbA1c level is 4, andglucose level 100.

What we are looking for:
"{ "age": "24", "hypertension": 0, "heart_disease": 0, "bmi": "35.42","HbA1c_level": "4", "blood_glucose_level": "100" }"

We have tested three scenarios: all the parameters,missing parameters, and unnecessary parameters.Something we may test in the future, and we believeit will work fine: adding measurement notations to themeasurement (mg/dL). It is our expectation that the modelwill convert the measurement first before passing to thefunctions. We are assuming currently they are already onthe medical standard for each medical measurement.See Supplementary Material for the completeconversations with details of the chatbot inner workings.One interesting fact: it is our expectation that itis possible to use their Assistants with attached filesto extract the same information from PDFs, therefore,from uploaded medical reports that the user may haveeventually taken. openAI API has released a set of newcapabilities that includes reading PDFs, and those newfeatures from their API may be useful for allowing the userto send PDFs, similar to text messages as we have now.
3.6 Datasets

On this section, we discuss the datasets we have usedfor training our models. All the datasets are public, andavailable on Kaggle.
3.6.1 PneumoniamodelThe complete dataset can be found on Kaggle here. Thereduced version we have used can be found here on Kaggle.
3.6.2 RetinalmodelThe whole dataset can be found here on Kaggle. Thedataset was firstly modeled and made available byKermany et al. (2018). We shall use this publication tocompared our results. For your convenience, we havesaved the exact dataset we have used, a reduced versionfrom the original here on Kaggle.The dataset is divided into four classes, three of thembeing medical conditions on the retina:

i. Choroidal Neovascularization (CNV) (1245 images);ii. Diabetic Macular Edema (DME) (888 images);iii. Drusen (1064 images);iv. Normal (1092 images);
The image counts are for our dataset, not for theoriginal one. The numbers were decided "randomly": weran simulations with different numbers, those seemed togive a trade-off between amount of images per class andquality. When using a small number of images (about 30images per class), the model will converge even better andfaster, and when tested with "random" testing images,it seems to generalize. When using many images, it isactually possible to calculate some basic metrics, that is:confusion matrix and accuracy. Having those metrics onmany images is statistically more significant than havingfor a small number of samples assigned for the testingdataset. The testing dataset size is proportional to thenumber of images per class. Generalization may be moreeffective if we have more image.Those are the classes we must spot, learn from thedataset. The AI sytem should give special attention to"images with choroidal neovascularization [CNV] and
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images with diabetic macular edema [DME] as ’urgentreferrals’." Kermany et al. (2018). Thus, we need to makesure those cases are treated with special attention. Thosetwo cases can lead to blindness.
3.7 Computer resources

All the simulations were done in the browser, and they didnot last more than five minutes each. The computer mainconfigurations were: Windows 11, Vostro 7620 Dell 12thGen Intel(R) Core(TM) i7-12700H, 2300 Mhz, 14 core(s),20 logical processor(s).
3.8 Literature review

The literature review was done using a system thatintegrates the openAI API with Semantic Scholar calledReference Wiz. The ten first results were analyzed. Asummary was done by the openAI API using the chatGPTAPI, and the result was incorporated on the text afteranalyzed. Some of the results were analyzed in-depth. Notall papers cited herein were analyzed in-depth. They werecited as a reference. One detail about Semantic Scholar:they do not separate preprint from published papers inscientific journals. It is actually a nice feature, sincefor understanding what people are building with LLMs,preprints are perfect. Preprints generally represent initialresearches, or researches being peer-reviewed.The following topics were searched on Reference Wiz:
• Chatbots in bioinformatics;• Chatbots in medicine;• Transfer learning applied to medical images;• Transfer learning in pneumonia• Transfer learning in OCT images;• Neural networks/machine learning in diabetesdetection;
4 Results
On Section 3, the methods used were presented. OnSection 5, the results will be discussed. On this section, theresults are presented after we have applied the methodswe discussed.On Section 3, I have discussed how I integratedTeachable Machine with openAI APIs for creating a smartmedical chatbot. I have shown that when we integratethe smart-capability of function calling from openAI API,it is possible to automatically and intelligently decidewhich model is best for supporting our user based ona list of models, and a message entered on the chatbot,that can be an image uploaded. Once the model is called,the chatbot will use openAI APIs for gathering all theinformation, and provide a human-friendly response,leaving all the technical details like choosing models andinterpreting function outputs under the hood. The user isnever aware of the smart dynamics that happen betweentheir messages and the response they get on the chatbot.This is a possible UI/UX experience, alternative to classicaluser interfaces.

4.1 An overall behavior of the chatbot as how
correct is its responses

On Table 2 and Table 3, it is presented an overall behaviorof the system for each case we currently can handle. SeeSupplementary Material for the complete conversationswith the chatbot, and also for further details on thealgorithms’ configurations.We have chosen one sample for each behavior with thefocus of showing how the system will respond for thosecases. This is not an statistical analysis. As the system iscurrently designed, an statistical analysis would not helpmuch. The system is composed of parts, those parts mustbe validated individually. For the openAI APIs, I was unableto find papers on that direction. For the TM models, I amgoing to validate it as it is. An statistical analysis wouldlose validity as soon as any part changes their dynamics,and openAI APIs are constantly updated for bugs. Also, Imay want to retrain our TM models. Thus, I do not validatethe model as a chatbot, globally, just as small pieces (i.e.,TM models). I am going to leave the models from openAIAPIs for their own developers for validate, or alternativestatistical researchers.Table 2 illustrates that the text-triggered path behavesas expected. What I need to consider in the future is howthis path will behavior when more models are added, suchas the ones from Pires (2023b). It is natural that it isconsidered how the system will be scaled up, how thesystem will behavior as we add new models, which willadd new capabilities. The chatbot works as a Lego: it ispossible to add gradually new models. Herein we presentthe overall behavior, which supposes not to change as newmodels are added.Table 3 illustrates how the image-triggered pathbehaves. The results show that most of the time, the modelwill behavior as expected, with minor mistakes. Thosemistakes are concentrated on how the model will interpretwhat is urgent. For the case of Kermany et al. (2018), ourpeers, they have trained another AI which is not a chatbot.It is possible that adjusting the prompt we may improvethat. Also, it would be possible to experiment with fine-tuning the openAI API. Also, the model of pneumoniatends to misclassify normal lungs as pneumonia. Thisis something to investigate on the future how to improve.During the literature review (Section 2), I have noticedseveral models for COVID pneumonia, future versions ofthe chatbot could include this path. COVID gained a lot ofattention during the pademic, and it would be interestingto have it as a possible path, a possible diagnosis.
4.2 Diabetes model

Fig. 6 illustrates the training process, the accuracy asmetrics. The training process converged to about 90%for both validation and training curve. It means that themodel generalized, and was able to learn the pattern onthe dataset provided. This curves suggest that there wereno overfitting, or underfitting.Fig. 7 illustrates that the loss function for both trainingand testing converged to lower values. Alongside Fig. 6,it shows that the model learnt the relationship betweendiabetes and the features used.
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Table 2: Summary of the results for the text-triggered path.
Condition scenario informationextraction diagnosis model called more info

No diabetes more information than needed correct correct correct correctNo diabetes missing information correct correct correct —
Important. this is not a statistical analysis, it is a general behavior demonstration.

Table 3: Summary of the results for the image-triggered path.
Condition model called prediction TM appointment made obs.

Choroidal neovascularization correct correct correct No undesirable behavioron this caseDiabetic Macular Edema correct correct wrong This case took severalattempts, it tends to beconfused with drusen.Also, it did not send tourgent.Drusen correct correct correct No undesirable behavioron this case.Normal correct correct correct No undesirable behavioron this case.Bacterial pneumonia correct correct correct No undesirable behavioron this case.Viral pneumonia correct correct wrong Set as urgent, but it isnot.Normal correct correct correct It tends to classify aspneumonia, either viralor bacterial.
Important. this is not a statistical analysis, it is a general behavior demonstration. Organization. The upper block is for OCT,whereas the lower is for X-ray.

Figure 6: Accuracy for the diabetes model. Training inblue, and validation in orange.

Figure 7: Loss function for the diabetes model. Trainingin blue, and validation in orange.

Figure 8: Pneumonia detection, accuracy per class.Source: own results using Teachable Machine.
4.3 Pneumonia model

Fig. 8 illustrates the accuracy per class for the pneumoniamodel. The highest accuracy is for normal x-ray image(97%), whereas the hardest case is for virus pneumonia(66%).Fig. 9 illustrates the confusion matrix for thepneumonia model. The highest misclassificationshappen between virus and bacteria pneumonia. Kermanyet al. (2018) focused on a binary model: pneumonia vs.normal lungs. What is interesting on this matrix is thatmost of the misclassifications are on the virus-bacteriasub-matrix (upper corner on the left). This means thatthe model tends to make mistakes amongst pneumonia
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Figure 9: Confusion matrix for the pneumonia model.Source: own results using Teachable Machine.
types. Similar results was found by Kermany et al. (2018),as a consequence, their model is focused on the binaryclassification: pneumonia vs. normal.Fig. 10 illustrates the accuracy of the model. Both thevalidation curve in orange and the training curve in blueconverged, about 80%-100%. Therefore, the model wasable to learn, and generalize. Those results point out thatno overfitting or underfitting most likely did not happen.Fig. 11 illustrates that the loss function for both trainingin blue and validation in orange converged to low values.This result points out that the model learnt from thedataset presented.The final model can be found here.
4.4 Retinal model

Fig. 12 illustrates the four possible classes for the OCTimages entered, and their respective accuracy per class.The lower accuracy is 88% for Drusen, and higher is 98%for CNV.Fig. 13 illustrates the confusion matrix. Most of theclassification were true positives, whereas some falsepositives can be found. Similar result was found by myKahneman et al. (2021).Fig. 14 illustrates the accuracy of the model. Both thetraining in blue and validation in orange converged.Fig. 15 illustrates the loss function for both training inblue and validation in orange. Both curves converged tolow values, and remained low.You can find the model on this link. This model is storedon a Google Cloud, as courtesy from Google, once a modelis trained, it is possible to upload it to their cloud as partof their features for Teachable Machine. It is possible toupload an image and test the model using this link directlyon the browser. As alternative, it is possible to use thesame link to upload the model locally, and run in yourapplication. That is what I am going to do: I am going toload the model on my Angular code, using this link, formaking it available to the chatbot.

Figure 10: Model accuracy during training for pneumoniamodel. Training in blue and validation in orange. Final:81% for testing (orange) and 99% for training (in blue).Source: own results using Teachable Machine.

Figure 11: Loss function for pneumonia model. Testing inorange, and training in blue. Source: own results usingTeachable Machine.
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Figure 12: Accuracy per class. Legend: it is the percentageof right classification using a validation dataset. E.g., 0.9means 90% of accurracy. Source: own results usingTeachable Machine.

Figure 13: Confusion matrix to the retina model. Source: own results using Teachable Machine.

Figure 14: Accuracy graph during training for the retinamodel. Legend. final 99% for training (in blue) and 91%for testing (in orange). Source: own results usingTeachable Machine.

Figure 15: Loss function for retina model during training.Source: own results using Teachable Machine.
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5 Discussion

The approach I have followed is the same approach Ihave previously explored Pires (2023c). In fact, I havementioned on this previous work the fact that classifyingsnakes using TM alongside openAI APIs was the sameas classifying medical images. Any problem that canbe reduced to images, can be reduced to a chatbot as Ihave done herein. This means that the approach we justdiscussed herein and on Pires (2023c) is generic enoughfor being applied to a wide range of applications. Onecan even replace the TM model by their own model, incase they have models for their own research, from theirown laboratory. The whole system works like a Lego. Thefunction calling from openAI API works as a glue, puttingtogether the pieces. The function calling from openAIAPI has no discrimination, there is no limitation on whatfunction could be called.One difference between this work and the previous oneis that on the case of snakes, the model had a undesirablebehavior: the TM models and the openAI API would"disagree" sometimes when the snake was hard to classify.It was tested for fake and true coral snakes: they are veryalike. That made sense since the function calling could callseveral functions at once: it made sense to call a model forfake coral snake and true coral snake for the same image.Then, the model should pick the highest probability. Onthe current design, I made sure by prompt engineeringthat it would call just one model. This is because it makesno sense to use an OCT model on X-ray images. In fact, itwas doing so initially. And it would diagnosis pneumoniaon X-ray image. When a model is trained on a set of classes,it will attempt to classify any image given to it, at its best,even when the image does not even belong to the classes,see discussions on my previous work Pires and Dias Braga(2023). Therefore, it is important to have such smartmodel picking. As a consequence, I made sure the functioncalled would be just one. And it worked as it is possible tosee from the results (Table 2 and Table 3). This means thaton future versions we need to make sure the models haveno common classes, or make more prompt engineeringand tests to make sure those undesirable behaviors willnot be seen, or minimized.As said before, the core usage of function calling isintelligently picking the right model since a trained modelwill classify anything it is given to it, even when it makesno sense the classification; e.g., classifying an X-rayimages with an OCT model. Another option would be atrained model, maybe using just those super-classes suchas "X-images", "OCT", and then branch to the right model.It seems that MobileNet can identify X-ray images; snakes,it surely can. This approach would be an alternative tousing function calling to pick the right model. That issomething we may experiment on in the future to see whatis cost-effective. These experiments on our case wouldbe done just to test cost-effective solutions, currently, themodel is making the model picking almost perfectly, withminor deviations from the desirable behavior (Table 2 andTable 3, see column prediction TM).One nice feature of our current design implementationis that the machine learning (i.e., "the brain") and theapp (i.e., the chatbot) are decoupled. In practical terms: it

is possible to work on them independently. The modelsfrom TM are deployed on their server on Google, no charge.When the model is updated/upgraded, the changes willautomatically be pushed to the app, even when one addsnew classes. The Angular app (i.e., the chatbot) wasdeployed on Heroku, a paid server, but it can be deployedin any server service of your preference, such as AmazonServers. We have chosen Heroku for being very friendlytowards Node.js and all the technologies that evolvesaround it. It is very easy and straightforward to deploythose apps in Heroku.There are several online free medical datasets, e.g.,on Kaggle. This is perfect for our system since newmodels can be added with time, and making it smarterand smarter. For adding new models, and increase theamount of possible diagnosis, one just need to create amodel on TM and make the link available. In the future, Imay even create an admin dashboard, where one could justadd the link for the model, no need to make the changes onthe codes. For the TensorFlow.js models, that is, the text-triggered path, it would be possible to repeat the approachfrom TM by creating a server just for the models, and usingthe link approach. Currently, it is necessary to save themodel locally, and load it. Those changes could make theplatform less dependent on programmers to constantlymake the changes.Function calling is the core engine from the chatbot.It will read the message from the user, and decideswhat function to call, and also what parameter to pass.Moreover, any function can be used on future version.Which means: it is possible to add new functionalitiesby just adding new functions (i.e., new models). Onelimitation I have found: this API does not work withObject Oriented Programming (OOP). This is importantto mention because if I decide to add a new function thatis based on a pre-built function, I will need to rewrite thefunction to be "callable"; otherwise, it will give error onthe first "this", or any object reference used on OOP. OOPprogramming uses the idea that when you use a functionfrom an object, you have access to all the internal elements,which includes functions and variables.This approach of using references on OPP is very usefulfor encapsulation, making your code cleaner. In Angular,"this" is largely used. This is how we refer to elementsfrom a class, which can be a service. It happens becausethe function to be called is transformed into text, like themessage. It means that the function will be charged astext. Also, it will count as limits on words. Therefore, asthe number of functionality grows, it may be a limit. Also,it may add extra costs once the number of functions to callgrow. One solution they have proposed on their officialdocumentation is fine-tuning their models, making itmore familiar with your functions.Currently, the limits in words were not reach out, andgiven current limits they have, it may take a while to reachthem. They are also working constantly to increase theword limits, called "attention", it is possible that as youread this paper, the limits are no longer an issue.One issue with fine-tuning their models is that thereis charge for this fine-tuning, and the final model also ischarged higher than the standard model. It can lead toa cost increase in the app. The current limit seems high
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enough. As one example, the gpt-3.5-turbo-1106 has limitof 16,385 tokens (about 12.000 words, about 50 pages);the GPT 4 model I have used is 128,000 tokens. At leastfor a initial system, those numbers seem to be more thanenough.
5.1 Limitations and possible risks

One risk, which is significant to mention: it is well-known that it is not possible to predict with certainitythe output from those chatbots (LLMs). Generally, theyare within expected behaviors, and openAI on the case oftheir APIs is constantly working to increase predictability,and moderation. Nonetheless, this is a risk that shouldbe considered when those bots are left on their own Zhaoet al. (2023). Deploying those chatbots on real-scenarioscome with gains, but also risks.
5.2 Future works and improvements

One observation regarding our current prototype is that,currently, even though both the image-based and thetext-based path are triggered using the same interface,they are not aware of each other. It would be interestingto study ways to properly integrate them. From aprogramming standpoint, it is straightforward. It wouldbe necessary to investigate in the future if that willhelp the system somehow, once it will be a mixtureof images with physiological measurements. It wouldbe necessary to make sure it will not create wrongcorrelations, for instance between blood glucose levelsand OCT for detecting diabetes. The LLM can give wrongor misinform if the functions’ responses are wrong oreven unrelated but gathering in the same workflow. Itwas studied and discussion in Pires and Dias Braga (2023),where it was evident that if the function calling calls wrongfunctions, it will create noise (wrong and unnecessaryinformation for the LLM to consider on a final response).
6 Conclusions
On this paper, I have presented a prototype for a medicalchatbot that integrates several models. One big challengefaced on bioinformatics is precisely integration. Severalmodels are built by several research groups, but they aregenerally hard to integrate on big models. Generally, theyare built on different computer languages, and differentapproaches, and they are not made available on a ready-to-use format, like an API or a JSON file. This limits howwe can integrate advances on machine learning on bigmodels. I have tested TM models in several scenarios,they have showed to be able to replicate basically anycomputer vision model. This means that it is not necessaryto study complex codes, which may take months, formaking a single integration. It is well-known how lowthe reproducibiltiy in bioinformatics can be: most ofthe models are not necessarily reproducible. It is justnecessary the images used on their training, and basicinformation/orientations, as I have done with the imagesand instructions from Kermany et al. (2018). It is possiblesince transfer learning became easier to built with tools

such as TensorFlow.js that we have explored herein.Since the LLMs from openAI gained momentum, arace towards LLMs was created. This is beneficial tobioinformatics as I have done on this paper. It means thatone does not have to build their own LLMs for makinga chatbot, for making their models more friendly totheir potential users (e.g., medical doctors and biologists).This means that UI/UX may actually change: instead ofinterfaces, we may have chatbots in the future. When wemake a search on the literature looking for chatbots as Ihave built, it increased a lot after the LLMs from openAIwere released, and they are concentrated in medicine.The future of artificial intelligence are public APIs, as Ihave shown that a complex model can be built, withouta complex research infrastructure, and with low cost.Bioinformatics may have gained a new supporter towardsmore friendly interfaces on bioinformatics Pires (2022).
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