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Abstract 

Background: Large language models (LLMs) like ChatGPT showed great potential in aiding 
medical research. A heavy workload in filtering records is needed during the research process 
of evidence-based medicine, especially meta-analysis. However, no study tried to use LLMs 
to help screen records in meta-analysis. In this research, we aimed to explore the possibility of 
incorporating ChatGPT to facilitate the screening step based on the title and abstract of 
records during meta-analysis.  

Methods: To assess our strategy, we selected three meta-analyses from the literature, together 
with a glioma meta-analysis embedded in the study, as additional validation. For the 
automatic selection of records from curated meta-analyses, a four-step strategy called LARS 
was developed, consisting of (1) criteria selection and single-prompt (prompt with one 
criterion) creation, (2) best combination identification, (3) combined-prompt (prompt with 
one or more criteria) creation, and (4) request sending and answer summary. We evaluated the 
robustness of the response from ChatGPT with repeated requests. Recall, workload reduction, 
precision, and F1 score were calculated to assess the performance of LARS.  

Findings: ChatGPT showed a stable response for repeated requests (robustness score: 0·747 – 
0·996). A variable performance was found between different single-prompts with a mean 
recall of 0·841. Based on these single-prompts, we were able to find combinations with 
performance better than the pre-set threshold. Finally, with a best combination of criteria 
identified, LARS showed a 39·5% workload reduction on average with a recall greater than 
0·9. In the glioma meta-analysis, we found no prognostic effect of CD8+ TIL on overall 
survival, progress-free survival, and survival time after immunotherapy. 

Interpretation: We show here the groundbreaking finding that automatic selection of 
literature for meta-analysis is possible with ChatGPT. We provide it here as a pipeline, LARS, 
which showed a great workload reduction while maintaining a pre-set recall. 

Funding: China Scholarship Council. 
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Introduction 

Our understanding of diseases advanced rapidly during the last decades. However, the 
translation from bench to bedside is lagging.1 Evidence-based medicine (EBM), especially 
meta-analysis, facilitated the application of novel therapies into clinics. However, the 
processes of conducting meta-analysis are time-consuming and workload intensive.2  

Artificial intelligence (AI) is becoming ubiquitous in medicine.1 AI-based solutions are 
developed to reduce human efforts spent on EBM with promising performance.3 Human 
annotators are needed to train the AI model on dataset.4,5 AI models could provide predicted 
probability for all records based on “similarity” between them. However, researchers still 
need to screen all of them. 
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Recent releases of large language models (LLMs) like ChatGPT have huge implications on 
medical research.6-8 LLMs showed impressive potential in generating answers following 
user’s instruction. However, few studies have evaluated its application in aiding EBM and 
review writing.  Shaib et al. utilized ChatGPT (text-davinci-003) to synthesize medical 
evidence.9 Shuai et al. explored its effectiveness in generating Boolean queries for literature 
search.10 However, no study has investigated its application in compensating or substituting 
human effort spent on filtering records during meta-analysis, which is a severe issue because 
of the exponentially increased number of primary literature and systemic reviews.11 

Glioma is a common tumor of the central nervous system. Glioblastoma (GBM) is the most 
aggressive subtype of it with a five-year survival of 7·2 %.12 Immunotherapy has become a 
promising approach in the treatment of it. However, no improved prognosis was reached yet 
in phase III immunotherapy trials of glioma.13 Highly intertumoral heterogeneity was one of 
the reasons for this outcome. Hence, identifying patients who will respond to immunotherapy 
has become a core task in the research of GBM. In non-CNS malignancy, CD8+ tumor 
infiltrating lymphocytes (TILs) within tumor has been associated with response to 
immunotherapy and prognosis.13 However, no consensus was reached regarding the value of 
CD8+ TILs in predicting glioma patients’ response to immunotherapy.14 

In the current study, we explore the possibility of using ChatGPT to aid automatic selection of 
literature records (based on their title and abstract) for meta-analysis by developing a pipeline 
named “LARS” (Literature Records Screener). Additionally, we investigated the prognostic 
predictive role of CD8+ TILs in immunotherapy treated glioma patients in the glioma meta-
analysis, which was embedded in the study as a validation dataset. 

 

Methods 

Screen pipeline incorporating ChatGPT: LARS 

In general, the workflow of meta-analysis has the following steps: (1) define research 
question; (2) select literature databases and design search strategy; (3) screen records based 
on their titles and abstracts; (4) screen records based on full text of records; (5) extract and 
synthesis data. In the present study, we focused on incorporating ChatGPT into the third step 
of this workflow. 

 To do that, we designed the four-step pipeline, LARS (Fig 4). First, users need to select 
criteria (some suitable criteria from filtering criteria of meta-analysis) and create a prompt for 
each criterion (single-prompt; Table 1). Second, users need to evaluate these single-prompts 
using a few records and then select the best combination of single-prompts. Third, users need 
to choose a prompt strategy and merge single-prompts in the best combination to make a 
combined prompt (combined-prompt; Supplementary File 1) in accordance with the selected 
prompt strategy. Finally, the combined-prompt, together with the title and abstract of each 
record, will be submitted to ChatGPT as chat completion. The decisions about whether a 
record meets the user’s criteria will then be extracted from returned answers. In this study, we 
evaluated both GPT-3.5 (gpt-3.5-turbo-0301) and GPT-4 (gpt-4-0314) using the API 
(Application Programming Interface) provided by OpenAI. In practice, LARS could be 
performed in batches using Python. 

 

Selection of validation meta-analyses 
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To cover broad medical fields, we selected three high-quality meta-analyses as validation 
datasets, which focused on inflammatory bowel diseases (IBD),15 diabetes mellitus (DM),16 
and sarcopenia,17 respectively (Table 2). These meta-analyses provided clear search strategies 
for Medline/PubMed database and complete list of records that remained after screening 
based on their titles and abstracts. Thanks to this, we were able to repeat their literature search 
in Medline/PubMed and match record list to obtain the correct answer that whether these 
identified records could pass the screening step in a real-world practice (Table 2; 
Supplementary File 2). On top of these published meta-analyses, we conducted a new meta-
analysis about glioma in this research (see Supplementary Methods). In doing so, we can 
evaluate the performance of ChatGPT in a first-hand practice.  

 

Prompt strategy design  

We designed prompts (Table 1; Supplementary File 1) with the guidance from OpenAI 
(https://platform.openai.com/docs/guides/gpt-best-practices). However, the high flexibility of 
prompt and the “black box” nature of ChatGPT made it impossible to design a “best” prompt. 
In this study, we designed three distinct types of prompt strategies to help create better 
combined-prompt (Fig 1 and 4; Supplementary File 1). For the “single criterion” prompt 
(prompt strategy 1), we simply maintain these single-prompts in the best combination. 
ChatGPT will respond to each single-prompt and determine whether a record meets each 
criterion or not.  After receiving answers from ChatGPT, users need to summarize answers for 
each single-prompt and make a final decision for each record. In this study, as long as there is 
one answer that is “No”, the final decision for a record is “No”. Otherwise, the final decision 
will be “Yes”. For the “instruction prompt” (prompt strategy 3) and “chain of thought prompt” 
(prompt strategy 2), the best combination of single-prompts was merged into one combined-
prompt (Fig 1 and 4; Supplementary File 1). Users expect a final judgement from ChatGPT 
directly. 

 

Evaluation of the classification performance of single-prompt 

We (XC and YG) manually labeled correct answers of each single-prompt within 100 
randomly selected records (about 10 positive records and 90 negative records) for each 
validation meta-analysis. Here, records were called “positive” records if they were remained 
after the screening step based on their titles and abstracts. Otherwise, they were called 
“negative” records. With these 100-reords datasets, we evaluated the performance of 
ChatGPT and a random classifier regarding single-prompts. 

 

Evaluation of single-prompt combination and identification of best combination 

Before conducting any evaluation, the “best” combination of single-prompts was unknown. In 
other words, how many single-prompts and which single-prompts should be selected for 
combined-prompt creation? To address this question, we evaluated all possible combinations 
of designed single-prompts. Among these combinations, we selected the best combination, 
which has a recall ≥ 0.9 and the best workload reduction. 

 

Glioma meta-analysis 

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted September 7, 2023. ; https://doi.org/10.1101/2023.09.06.23295072doi: medRxiv preprint 

https://doi.org/10.1101/2023.09.06.23295072


6 

 

This meta-analysis was conducted and reported following the Preferred Reporting Items for 
Systematic Review and Meta-analysis (Supplementary File 3).18 The protocol of the current 
meta-analysis was registered on PROSPERO (CRD42023425790). Detailed methods of this 
glioma meta-analysis could be found in Supplementary File 4. 

 

Statistical analysis 

Because of the nature of LLMs, the generated answer from LLMs varies each time, even with 
exactly identical input. So, we assessed the robustness score of each single-prompt with 
repeated requests (see Supplementary Methods).  

The performance of ChatGPT was assessed with precision, recall, F1 score, and workload 
reduction metrics. The workload reduction indicator was defined as:  

�������� �	�
��
�� � �������� ���	
��� �� 
���	 ��		 �������⁄  

Where n is the number of records. The workload reduction indicator varies between 0 and 1, 
where 0 indicates none work was reduced and 1 signifies that all work was reduced. For meta-
analysis, recall is the most significant indicator, followed with workload reduction, F1, and 
precision. Throughout the study, we placed greater emphasis on recall and workload reduction 
as the primary performance metrics. Also, a random classifier was used as baseline reference 
(see Supplementary Methods). 

 

Results 

A case showing the request of a single-prompt and its response from ChatGPT is presented in 
Figure 1A. The work flow of this study is showed in Figure 1B. And the schematic 
illustration of LARS is presented in Figure 4. In this research, we selected 4-5 criteria from 
each meta-analysis (Table 1; Supplementary File 1).  

 

ChatGPT returns show high robustness 

The robustness score for each single-prompt was computed using GPT-3.5 (Fig 2A; 
Supplementary Fig 1). In general, the returns were stable, with a robustness score ranging 
from 0·747 to 0·996. The “Species”, “Disease”, and “Research type” single-prompts were 
evaluated in all four meta-analyses. Despite the robustness scores of “Species” single-prompts 
were slightly lower (from 0·747 to 0·837), they were still good.  

 

Single-prompts exhibit distinct performance  

The performance of each single-prompt based on GPT-3.5 or GPT-4 was assessed (Table 3; 
Supplementary Table 1). Overall, the majority of prompts had better performance with GPT 
than a random classifier. The mean recall for GPT was 0·841, with 69·4% single-prompts 
having a recall higher than 0·8. The GPT-3.5 (mean recall: 0·867) and GPT-4 (mean recall: 
0·815) had similar and good recalls. Surprisingly, the recalls could be quite different between 
these two versions of GPT, even for the same single-prompt, e.g., the “Control” single-prompt 
from sarcopenia meta-analysis (GPT-3.5: 0·838; GPT-4: 0·235; Supplementary Table 1) and 
the “Protein related” single-prompt from IBD meta-analysis (GPT-3.5: 0·897; GPT-4: 0·483; 
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Supplementary Table 1).  

Different single-prompts also exhibited distinct recalls. Most single-prompts performed well 
like the “Research type” prompt from glioma meta-analysis (GPT-3.5: 0·966; GPT-4: 0·989; 
Table 3). However, few single-prompts demonstrated low recalls, e.g., the “Disease_dm” 
prompt from IBD meta-analysis (GPT-3.5: 0·554; GPT-4: 0·770; Supplementary Table 1). 

 

The best combination of single-prompts is identified by evaluating the performance of 
all possible combinations 

All combinations of single-prompts were shown in the form of UpSet plots (Fig 3 and 
Supplementary Fig 2-4). As expected, when the number of single-prompts increases, the 
recall tends to decrease, while workload reduction and precision increase. In general, most 
combinations presented superior performance compared to a random classifier. To our 
surprise, it’s not uncommon to find a combination with three single-prompts having a recall of 
0·9 or higher, although these cases are all based on GPT-4 (Fig 3F; Supplementary Fig 2F; 
Supplementary Fig 4F).  

Based on the preset threshold, we identified the best combination with the highest workload 
reduction from combinations, which have a recall greater than 0·9. However, in the DM meta-
analysis using GPT-3.5, there was only one combination with a recall ≥ 0·9, which only 
included one single-prompt. Because we wanted to evaluate the performance of prompt 
strategy 2 and 3, which were specifically tailored for combinations involving multiple single-
prompts, we selected another combination (“Research type” and “Disease_p”) instead as a 
sub-best combination for following analyses. 

 

Three prompt strategies show similar performance 

Full combination (including all designed single-prompts) and best combination were both 
evaluated with three prompt strategies (Table 4; Supplementary File 1). Obviously, the best 
combinations had ideal and much better recalls than full combinations and random classifier. 
The best combinations demonstrated remarkable recalls ranged from 0·900 to 1·000. The 
corresponding workload reductions varied from 0·122 to 0·640, with an average of 0·395. The 
sub-best combination from DM meta-analysis also showed good performance, with recalls 
ranging from 0·778 to 1·000 and workload reductions varying from 0·280 to 0·460. 

These three prompt strategies showed comparable levels of performance (Supplementary 
Fig 5A-D), regarding all four metrics. GPT-3.5 and GPT-4 had similar recalls, precisions, and 
F1 scores (Supplementary Fig 5E-G). However, the workload reduction were slightly higher 
when using GPT-4 than GPT-3.5 (GPT-3.5 vs. GPT-4, medium: 0·303 vs. 0·345; ANOVA test, 
P = 0·037; Supplementary Fig 5H). 

 

Glioma meta-analysis 

Literature search 

In our glioma meta-analysis, a total of 8550 records were identified after the duplicates were 
removed (Fig 5). In the screening step based on the titles and abstracts of records, 8278 
records were filtered out, and 272 records were remained for full text screening. Among these 
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retained records, 264 records were identified in PubMed. After full text screening, nine 
records14,19-26 with 187 participants were included in the current meta-analysis (Table 5; 
Supplementary File 5). 

 

Study characteristics and quality assessment 

All research included was carried out on GBM patients (Table 5). Most of them are from 
Phase I or Phase II clinical trials. The immunotherapies utilized in these studies included 
peptide vaccination,23,25,26 oncolytic viral vectors therapy,24 dendritic cell (DC) 
vaccination,14,21,22 immune checkpoint inhibitors (ICI),20 and CAR-NK.19 Detailed information 
of these participants was listed in Supplementary File 5.  

The quality of seven studies was assessed using JBI Critical Appraisal Checklist 
(Supplementary Table 2). Lack of reporting on consecutive/complete inclusion of 
participants was the most common reason for potential bias. Two studies were evaluated with 
ROBINS-I tool (Supplementary Table 2). One study26 was judged to be subject to severe 
risk of bias due to the possibility of potential confounding. 

 

Main results of meta-analysis 

Five studies with 143 patients were included to explore the impact of CD8+TIL infiltration on 
overall survival (OS). However, no statistically significant effect was observed (Table 6; 
Supplementary Fig 6). Similar results were also identified for progress-free survival (PFS) 
and survival time after immunotherapy (STAI) (Table 6). Since there were only two studies 
reporting treatment response, we didn’t synthesis them. In the peptide vaccination research 
conducted by Narita et al.,25 a clear trend was observed, where all 3 patients with stable 
disease (SD) exhibited high CD8+TIL infiltration. And the other 5 patients with disease 
progression (PD) had low CD8+TIL infiltration (Supplementary Fig 7A). In another study 
using CAR-NK,19 a similar result was also found, suggesting that patients with high CD8+TIL 
infiltration tended to have an SD response, although no statistical significance was detected 
(Supplementary Fig 7B). 

 

Subgroup analysis 

Comprehensive subgroup analyses were performed on several critical indicators (Table 6; 
Supplementary Fig 6). In general, most subgroup analyses detected no effect of CD8+TIL 
infiltration on OS, PFS, and STAI. The subgroup analysis on peptide vaccination included 
two studies with 14 patients, and results showed that patients with high CD8+TIL infiltration 
tended to have a lower OS (hazard ratio (HR) = 6·57; 95% confidence interval (CI): 1·12, 
38·58; P = 0·037). In the subgroup analyses on male (HR = 12·34; 95% CI: 1·09, 139·18; P = 
0·042) and recurrence (HR = 0·08; 95% CI: 0·01, 0·79; P = 0·030). it should be noted that 
although results showed important effect on PFS, each subgroup only included a single study. 
No obvious publication bias was detected in these analyses with significant results 
(Supplementary Fig 6). 

 

Sensitivity analysis 
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Sensitive analysis was conducted using another method to classify high and low CD8 TIL 
group based on medium value (Supplementary Table 3; Supplementary Fig 8). When 
compared to results obtained based on the first classifying method, similar negative results 
were found, that most analyses presented no significant impact of CD8+TIL infiltration on 
prognosis. However, the previously identified effect on subgroup analysis disappeared. 

 

Discussion 

In the current research, we developed LARS and proved that it can greatly reduce the 
workload while maintaining an ideal recall during the screening step based on the titles and 
abstracts of records for meta-analysis. A new glioma meta-analysis was conducted and served 
as one of the validation datasets, alongside three previously published meta-analyses. In this 
glioma meta-analysis, we investigated the prognostic predictive value of infiltrating CD8+ 
TIL in glioma patients treated with immunotherapy. 

The mechanism employed by previous AI model and LLMs are quite different. Previous AI 
models utilized in systemic reviews used active learning to select the training dataset and 
returned all records ordered by a “similarity”.5 However, LLMs were trained to predict text 
that follows the input text. By doing so, LLMs could directly answer questions and return 
whether an input record meet provided criteria or not. As LLMs are pre-trained on large-scale 
datasets, extra training is unnecessary when applying it on a new meta-analysis (although 
fine-tuning is possible). However, for previous AI models, a training dataset is required for 
every new meta-analysis. What’s more, because of the same reason, users don’t need to worry 
about imbalanced data problem5 when using LARS. 

Another benefit of LARS is that it could be adapted to other LLMs, except ChatGPT, since 
most LLMs work in a similar way. We are positive to believe that a well-performed prompt in 
ChatGPT could also be used for other LLMs, though further research is needed to verify this 
idea.  

The hallucination issue with LLMs, that LLMs make up fake information and describe it like 
it’s real, was emphasized by many researchers.27,28 For LARS, users need to provide the titles 
and abstracts of records to ChatGPT, rather than having ChatGPT search for it. In this way, 
LARS avoids the hallucination problem. Nonetheless, we did observe instances where 
ChatGPT made false casual inferences. For example, ChatGPT might give a reason 
supporting a record meeting one criterion, but followed by a opposite judgement. Similar 
false conclusion may occur when users ask ChatGPT to summarize a final judgement, e.g., 
“The publication meets criterion 1, but not criterion 2. So, the publication meets all your 
criteria”. Despite false judgement happening sometimes, LARS showed ideal performance in 
the current research. 

Surprisingly, in this study, GPT-4 didn’t present an overwhelmingly better performance, 
compared to GPT-3.5. GPT-4 may be more accurate than GPT-3.5 (Table 3). However, recall 
is much more important than precision in the context of literature screening for meta-analysis. 
When evaluating the performance of three prompt strategies, GPT-4 and GPT-3.5 shared 
similar performance across all measures, except workload reduction, where GPT-4 showed a 
slightly better performance (GPT-3.5 vs. GPT-4, medium: 0·303 vs. 0·345; ANOVA test, P = 
0·037; Supplementary Fig 5H). Based on these findings, we concluded that neither GPT-3.5 
nor GPT-4 was overwhelmingly superior to the other one in this particular context.  

Selection of criteria for single-prompts creation is a key step in LARS. Potential criteria 
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should be derived from the inclusion and exclusion criteria of the designed meta-analysis. 
However, in some cases, researchers need to extract information from subgroup analysis, 
which may not be presented in the title and abstract of a record, e.g., materials used in 
surgery.29 Criteria related to such information are not suitable for prompt creation. The criteria 
related to “Species”, “Disease”, and “Research type” are more likely to be adequately judged 
using only the title and abstract of record. In fact, majority of the best combinations identified 
in the current research were based on these three criteria. Users are recommended to try them 
first when using LARS. 

To apply LARS, users are required to manually label a few records for single-prompts, so that 
the best combination can be identified. Based on our experiences, each single-prompt needs 
around 10 positive and 10 negative records to be well evaluated. Considering overlaps 
between these records for single-prompts, researchers need to label about 20 to 100 records 
for five single-prompts. Once an application based on LARS is developed, it would be much 
easier to do this labeling. 

In this research, we tried three prompt strategies, including a “chain of thought prompt” 
(prompt strategy 2) designed following the OpenAI's guidelines. Surprisingly, all three 
prompt strategies showed comparable performance (Table 4; Supplementary Fig 5A-D). 
Indeed, the “chain of thought prompt” takes more time for ChatGPT to response and answer 
in a more organized format. However, this improvement didn’t translate into enhanced 
performance in LARS. A possible reason is that the two other “less-structured” strategies 
already sufficiently guided ChatGPT. However, due to the “black box” nature of ChatGPT, we 
can’t really explain the phenomenon. Users are recommended to select any one of them. 

In our research, we didn’t use metrics like Work Saved over Sampling (WSS) and Average 
Time to Discover (ATD),5 which were commonly used to evaluate previous AI. This is 
because LARS works in a completely different way. Within LARS, ChatGPT will directly 
answer whether to include or exclude a record, instead of returning a probability for it. 

 

Glioma Meta-analysis 

Whether the CD8+ TIL could be a prognostic predictive indicator for glioma patients treated 
with immunotherapy remains unclear. Narita et al. found that recurrent GBM patients with a 
TIL count of ≥ 87 at baseline had a prolonged PFS after treated with peptide vaccination.25 In 
the research conducted by Hsu et al., they discovered that a higher estimated TIL count of 
GBM, prior to DC vaccination, predicted better OS and PFS.21 In the current meta-analysis, 
we found no prognostic predictive value of CD8+ TIL infiltration level in all population 
(Table 6; Supplementary Fig 6). A possible explanation is that CD8+ TILs in GBM, prior to 
immunotherapy, may be exhausted and do not contribute to the treatment effect afterword. 
Another reason is the small sample size used in the current analysis. However, currently, there 
is no sufficient data to validate this hypothesis. Further research with well-designed 
experiments is needed to explore it. 

In the present research, we didn’t include single-cell RNA sequencing data to deduce the level 
of CD8+ TILs, because there was little such research meets the data requirement of our meta-
analysis. Also, sequencing studies measured the level of CD8+ TILs at RNA level. However, 
these nine included studies measured CD8 at protein level. To avoid this heterogeneity, we 
didn’t include sequencing studies in the meta-analysis. 
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Conclusion 

We show here that it’s possible to have automatic selection of records for meta-analysis with 
ChatGPT by developing a pipeline named LARS. In the glioma meta-analysis, we found no 
prognostic predictive value of the CD8+ TILs infiltration at baseline for glioma patients 
treated with immunotherapy. 
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A representative case showing a request containing a single-prompt and the response from 
ChatGPT (A). The schematic illustrations of the research flow (B). Single-prompt represents a 
prompt with only one criterion. Combined-prompt stands for the prompt with more than one 
criterion. Color of labels: single-prompt (blue), combined-prompt and prompt strategy 
(orange), answer and decision (yellow), and true outcome of validation datasets (green).  

 

Figure 2 The responses of GPT-3.5 show high robustness in classifying records 

(A) The bar plot shows the robustness score of each single-prompt from the four meta-
analyses included. (B) The stack bar plot shows the answers of repeated requests sent to GPT-
3.5 with single-prompts from glioma meta-analysis. N, no; Y, yes; NS, not sure. 

Figure 3 Best combination of single-prompts was identified by evaluating the performance of 
all combinations of single-prompts from glioma meta-analysis  

In the Upset plot, the bar chart above represents the evaluation metrics. The dotted line at the 
bottom presents the single-prompts included in the corresponding combination. Precision (A, 
E), recall (B, F), F1 score (C, G), and workload reduction (D, H) are presented for GPT-3.5 
(A-D) and GPT-4 (E-F), respectively. Best combination is marked with a triangle. 

Figure 4 Schematic illustration of the LARS pipeline 

Figure 5 PRISMA flow diagram 

 

Supplementary materials 

Supplementary Figure 1 The responses of GPT-3.5 show high robustness in classifying 
records  

The stack bar plots show the answers of repeated requests sent to GPT-3.5 with single-
prompts from inflammatory bowel diseases (A), diabetes mellitus (B), and sarcopenia (C) 
meta-analyses, respectively. N, no; Y, yes; NS, not sure. 

Supplementary Figure 2 Performance of all combinations of single-prompts from 
inflammatory bowel diseases meta-analysis  

Precision (A, E), recall (B, F), F1 score (C, G), and workload reduction (D, H) are presented 
for GPT-3.5 (A-D) and GPT-4 (E-F), respectively. Best combination is marked with a triangle. 

Supplementary Figure 3 Performance of all combinations of single-prompts from diabetes 
mellitus meta-analysis  

Precision (A, E), recall (B, F), F1 score (C, G), and workload reduction (D, H) are presented 
for GPT-3.5 (A-D) and GPT-4 (E-F), respectively. Best combination is marked with a red 
triangle. Sub-best combination is marked with a yellow triangle. 

Supplementary Figure 4 Performance of all combinations of single-prompts from sarcopenia 
meta-analysis  

Precision (A, E), recall (B, F), F1 score (C, G), and workload reduction (D, H) are presented 
for GPT-3.5 (A-D) and GPT-4 (E-F), respectively. Best combination is marked with a triangle. 

Supplementary Figure 5 Comparison of the performance of best combinations 
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Comparison of the performance between three prompt strategies, regarding precision (A), 
recall (B), F1 score (C), and workload reduction (D). Comparison of the performance 
between GPT-3.5 and GPT-4, regarding precision (E), recall (F), F1 score (G), and workload 
reduction (H). 

Supplementary Figure 6 Pooled results of glioma meta-analysis 

Forrest plots and funnel plots in all population and subgroups with statistical significance. 

Supplementary Figure 7 Results of treatment responses 

Treatment responses results from studies conducted by (A) Narita et al. and (B) Micheal et al.. 

Supplementary Figure 8 Sensitive analysis of glioma meta-analysis 

Forrest plots and funnel plots in all population and subgroups with statistical significance. 
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diabetes mellitus, and sarcopenia meta-analyses using GPT-3.5, GPT-4, and random classifier 

Supplementary Table 2 Quality assessment of studies included in glioma meta-analysis 

Supplementary Table 3 Pooled results of the effect of CD8+ TIL infiltration on prognosis in 
all population and subgroups from sensitive analysis 
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Table 1 Representative prompt with single criterion (single-prompt) 

single-prompt 
name single-prompt content 

Species I want you to act as a helpful assistant. I will give you title and abstract of a 
publication and you will reply whether it meets our criteria or not. I want 
you to only reply with yes, no, or not sure, and followed with reasons. The 
criteria is: studies that use human as primary research subject. 

Disease .... The criteria is: studies that involve patients with glioma, glioblastoma, 
astrocytoma, oligodendroglioma. 

Research type .... The criteria is: studies that are prospective or retrospective cohort study, 
case-control study. Of note, these research types doesn't meet the criteria: 
cross-sectional study, randomized controlled trial, review, protocol or 
others. 

Age .... The criteria is: studies that involve adult patients (at least 18 years old). 
Protein related .... The criteria is: The title and abstract must mention that the study is 

related to the consumption of protein (e.g., total dairy, milk, meat, fish, 
poultry, process meat, and egg). 
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Table 2 Summary of meta-analyses included as validation datasets for LARS 
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Table 3 Performance of single-prompts from glioma meta-analysis using GPT-3.5, GPT-4, 
and random classifier 

Glioma  
    

single-prompt Model Precision Recall F1 Workload 
reduction 

Species GPT-35 0.587 0.786 0.672 0.250 
 GPT-4 0.791 0.607 0.687 0.570 
 Random classifier 0.557 0.494 0.523 0.504 
Disease GPT-35 0.989 0.905 0.945 0.130 
 GPT-4 1.000 1.000 1.000 0.050 
 Random classifier 0.950 0.506 0.659 0.494 
Treatment GPT-35 0.530 0.917 0.672 0.170 
 GPT-4 0.745 0.792 0.768 0.490 
 Random classifier 0.485 0.504 0.494 0.501 
Research type GPT-35 0.915 0.966 0.940 0.060 
 GPT-4 0.946 0.989 0.967 0.070 
 Random classifier 0.893 0.495 0.635 0.506 
 

  

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted September 7, 2023. ; https://doi.org/10.1101/2023.09.06.23295072doi: medRxiv preprint 

https://doi.org/10.1101/2023.09.06.23295072


19 

 

 

Table 4 Performance of three prompt strategies with the best combination and the full 
combination 

Glioma  Best Combination  Full Combination 
Model Prompt strategy Precision Recall F1 Workload 

reduction  
Precision Recall F1 Workload 

reduction 
GPT-3.5 Prompt strategy 1 0.257 0.913 0.401 0.310  0.296 0.830 0.436 0.456 
 Prompt strategy 2 0.246 0.932 0.390 0.265  0.471 0.772 0.585 0.678 
 Prompt strategy 3 0.217 0.981 0.356 0.122  0.358 0.852 0.504 0.538 
Random classifier 0.194 0.499 0.280 0.502 

 
0.194 0.499 0.280 0.502 

           GPT-4 Prompt strategy 1 0.263 1.000 0.417 0.620  0.400 0.800 0.533 0.800 
 Prompt strategy 2 0.119 1.000 0.213 0.160  0.159 0.700 0.259 0.560 
 Prompt strategy 3 0.125 1.000 0.222 0.200  0.233 0.700 0.350 0.700 
Random classifier 0.100 0.495 0.166 0.504 

 
0.100 0.495 0.166 0.504 

  
         

Inflammatory Bowel 
Diseases Best Combination  Full Combination 

Model Prompt strategy Precision Recall F1 Workload 
reduction  Precision Recall F1 Workload 

reduction 
GPT-3.5 Prompt strategy 1 0.042 0.978 0.081 0.188  0.047 0.444 0.086 0.670 
 Prompt strategy 2 0.045 0.956 0.086 0.252  0.180 0.533 0.270 0.896 
 Prompt strategy 3 0.044 0.978 0.084 0.212  0.084 0.778 0.152 0.675 
Random classifier 0.036 0.514 0.067 0.502 

 
0.036 0.514 0.067 0.502 

  
         

GPT-4 Prompt strategy 1 0.152 1.000 0.263 0.340  0.500 0.200 0.286 0.960 
 Prompt strategy 2 0.136 0.900 0.237 0.340  1.000 0.200 0.333 0.980 
 Prompt strategy 3 0.154 1.000 0.267 0.350  0.500 0.100 0.167 0.980 
Random classifier 0.098 0.485 0.163 0.504 

 
0.098 0.485 0.163 0.504 

  
         

Diabetes Mellitus Sub-best Combination  Full Combination 
Model Prompt strategy Precision Recall F1 Workload 

reduction  Precision Recall F1 Workload 
reduction 

GPT-3.5 Prompt strategy 1 0.173 0.823 0.287 0.434  0.165 0.379 0.230 0.726 
 Prompt strategy 2 0.171 0.806 0.282 0.436  0.520 0.106 0.176 0.976 
 Prompt strategy 3 0.133 0.782 0.227 0.295  0.150 0.847 0.255 0.322 
Random classifier 0.118 0.492 0.190 0.502 

 
0.118 0.492 0.190 0.502 

  
         

GPT-4 Prompt strategy 1 0.125 1.000 0.222 0.280  0.263 0.556 0.357 0.810 
 Prompt strategy 2 0.119 0.889 0.211 0.330  0.222 0.444 0.296 0.820 
 Prompt strategy 3 0.130 0.778 0.222 0.460  0.143 0.667 0.235 0.580 
Random classifier 0.089 0.491 0.151 0.504 

 
0.089 0.491 0.151 0.504 

  
         

Sarcopenia Best Combination  Full Combination 
Model Prompt strategy Precision Recall F1 Workload 

reduction  Precision Recall F1 Workload 
reduction 

GPT-3.5 Prompt strategy 1 0.158 0.951 0.271 0.433  0.166 0.418 0.237 0.762 
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 Prompt strategy 2 0.166 0.975 0.284 0.445  0.286 0.148 0.195 0.951 
 Prompt strategy 3 0.136 0.967 0.238 0.327  0.208 0.902 0.337 0.590 
Random classifier 0.093 0.493 0.157 0.501 

 
0.093 0.493 0.157 0.501 

  
         

GPT-4 Prompt strategy 1 0.250 0.900 0.391 0.640  0.333 0.100 0.154 0.970 
 Prompt strategy 2 0.250 0.900 0.391 0.640  0.500 0.600 0.545 0.880 
 Prompt strategy 3 0.243 0.900 0.383 0.630  0.500 0.500 0.500 0.900 
Random classifier 0.099 0.488 0.164 0.504 

 
0.099 0.488 0.164 0.504 
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Table 5 Summary of studies included in glioma meta-analysis 

 

 

NA, not available; GBM, glioblastoma; DC, dendritic cell; CAR-NK, chimeric antigen receptor NK-
cell therapy; CD8 TIL, CD8+ tumor infiltrating lymphocytes 

*Gender: M, Male; F, Female 

**IDH mutation status: WT, wild type; MUT, mutated type 

***MGMT methylation status: M, methylated; unM, unmethylated 

****Extension of resection: TE, Total excision; SE, Subtotal excision; PE, Partial excision 
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Table 6 Pooled results of the effect of CD8+ TIL infiltration on prognosis in all population 
and subgroups 

Overall survival (OS) 
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Subgroup 
Study 
numb

er 

Patie
nt 

numb
er 

HR 
CI 

(lowe
r) 

CI 
(upper

) 
P I2 P (Q 

test) 

All population 5 143 1.20 0.42 3.43 0.730 57.00
% 

0.054 

Gender         

Male 2 70 1.17 0.49 2.77 0.722 0.00
% 

0.368 

Female 1 13 1.07 0.22 5.15 0.933 NA NA 
IDH mutation status         

Wild type 4 124 0.76 0.29 1.94 0.562 52.10
% 

0.100 

Mutated type 0 0 NA NA NA NA NA NA 
MGMT methylation status         

unmethylated 
2 44 2.27 0.45 11.58 0.323 0.00

% 
0.443 

methylated 2 59 1.30 0.50 3.35 0.591 0.00
% 

0.359 

Extension of resection         

Total excision 3 65 1.22 0.45 3.31 0.703 0.00
% 

0.596 

Subtotal excision 1 32 1.65 0.38 7.25 0.507 NA NA 
Partial excision 0 0 NA NA NA NA NA NA 

Primary/Recurrence type         

Primary 4 128 1.59 0.69 3.68 0.276 27.40
% 

0.248 

Recurrence 0 0 NA NA NA NA NA NA 
Immunotherapy         

DC Vaccination 3 129 0.73 0.28 1.91 0.524 
54.10

% 0.113 

Peptide Vaccination 2 14 6.57 1.12 38.58 0.037 
0.00
% 0.867 

Oncolytic viral vectors 
therapy 0 0 NA NA NA NA NA NA 
Immune Checkpoint 
Inhibitors 0 0 NA NA NA NA NA NA 
CAR-NK 0 0 NA NA NA NA NA NA 

         
Progress free survival (PFS) 

Subgroup 
Study 
numb

er 

Patie
nt 

numb
er 

HR 
CI 

(lowe
r) 

CI 
(upper

) 
P I2 P (Q 

test) 

All population 5 61 0.70 0.22 2.18 0.536 58.30
% 

0.048 

Gender         
Male 1 10 12.34 1.09 139.18 0.042 NA NA 
Female 1 13 0.86 0.18 4.20 0.854 NA NA 

IDH mutation status         

Wild type 3 43 0.82 0.22 3.07 0.763 55.90
% 

0.104 

Mutated type 0 0 NA NA NA NA NA NA 
MGMT methylation status         

unmethylated 1 7 2.46 0.22 27.28 0.465 NA NA 
methylated 1 21 1.32 0.37 4.72 0.666 NA NA 
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HR, hazard ratio; CI, confidence interval; DC, dendritic cell; NA, not applicable. 

Extension of resection         

Total excision 
2 17 0.84 0.23 3.10 0.791 0.00

% 
0.845 

Subtotal excision 0 0 NA NA NA NA NA NA 
Partial excision 0 0 NA NA NA NA NA NA 

Primary/Recurrence type         

Primary 3 37 1.66 0.70 3.94 0.250 0.00
% 

0.937 

Recurrence 1 9 0.08 0.01 0.79 0.030 NA NA 
Immunotherapy         

DC Vaccination 
2 38 0.64 0.11 3.69 0.618 75.00

% 
0.045 

Peptide Vaccination 3 23 0.73 0.10 5.54 0.763 64.00
% 

0.062 

Oncolytic viral vectors 
therapy 

0 0 NA NA NA NA NA NA 

Immune Checkpoint 
Inhibitors 

0 0 NA NA NA NA NA NA 

CAR-NK 0 0 NA NA NA NA NA NA 
         

Survival time after immunotherapy (STAI)  

Subgroup 
Study 
numb

er 

Patie
nt 

numb
er 

HR 
CI 

(lowe
r) 

CI 
(upper

) 
P I2 P (Q 

test) 

All population 3 18 1.48 0.37 5.89 0.583 0.00
% 

0.585 

Gender         
Male 0 0 NA NA NA NA NA NA 
Female 1 4 2.45 0.15 39.72 0.529 NA NA 

IDH mutation status         

Wild type 3 18 1.48 0.37 5.89 0.583 0.00
% 

0.585 

Mutated type 0 0 NA NA NA NA NA NA 
MGMT methylation status         

unmethylated 0 0 NA NA NA NA NA NA 
methylated 0 0 NA NA NA NA NA NA 

Extension of resection         
Total excision 0 0 NA NA NA NA NA NA 
Subtotal excision 0 0 NA NA NA NA NA NA 
Partial excision 0 0 NA NA NA NA NA NA 

Primary/Recurrence type         
Primary 1 7 0.89 0.10 8.20 0.919 NA NA 

Recurrence 2 11 2.03 0.35 11.96 0.433 0.00
% 

0.387 

Immunotherapy         
DC Vaccination 0 0 NA NA NA NA NA NA 
Peptide Vaccination 0 0 NA NA NA NA NA NA 
Oncolytic viral vectors 
therapy 

1 6 1.07 0.11 10.57 0.953 NA NA 

Immune Checkpoint 
Inhibitors 

2 12 1.77 0.31 10.09 0.519 0.00
% 

0.328 

CAR-NK 0 0 NA NA NA NA NA NA 

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted September 7, 2023. ; https://doi.org/10.1101/2023.09.06.23295072doi: medRxiv preprint 

https://doi.org/10.1101/2023.09.06.23295072


25 

 

 

  

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted September 7, 2023. ; https://doi.org/10.1101/2023.09.06.23295072doi: medRxiv preprint 

https://doi.org/10.1101/2023.09.06.23295072


26 

 

Figure legends 

 

 

Figure 1 The research flow of this study 

A representative case showing a request containing a single-prompt and the response from 
ChatGPT (A). The schematic illustrations of the research flow (B). Single-prompt represents a 
prompt with only one criterion. Combined-prompt stands for the prompt with more than one 
criterion. Color of labels: single-prompt (blue), combined-prompt and prompt strategy 
(orange), answer and decision (yellow), and true outcome of validation datasets (green).  
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Figure 2 The responses of GPT-3.5 show high robustness in classifying records 

(A) The bar plot shows the robustness score of each single-prompt from the four meta-
analyses included. (B) The stack bar plot shows the answers of repeated requests sent to GPT-
3.5 with single-prompts from glioma meta-analysis. N, no; Y, yes; NS, not sure. 
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Figure 3 Best combination of single-prompts was identified by evaluating the performance of 
all combinations of single-prompts from glioma meta-analysis  

In the Upset plot, the bar chart above represents the evaluation metrics. The dotted line at the 
bottom presents the single-prompts included in the corresponding combination. Precision (A, 
E), recall (B, F), F1 score (C, G), and workload reduction (D, H) are presented for GPT-3.5 
(A-D) and GPT-4 (E-F), respectively. Best combination is marked with a triangle. 
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Figure 4 Schematic illustration of the LARS pipeline 
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Figure 5 PRISMA flow diagram 
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