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Abstract 
 
Objective: Large Language Models such as GPT-4 previously have been applied to differential 
diagnostic challenges based on published case reports. Published case reports have a sophisticated 
narrative style that is not readily available from typical electronic health records (EHR). Furthermore, 
even if such a narrative were available in EHRs, privacy requirements would preclude sending it 
outside the hospital firewall. We therefore tested a method for parsing clinical texts to extract ontology 
terms and programmatically generating prompts that by design are free of protected health 
information. 
Materials and Methods: We investigated different methods to prepare prompts from 75 recently 
published case reports. We transformed the original narratives by extracting structured terms 
representing phenotypic abnormalities, comorbidities, treatments, and laboratory tests and creating 
prompts programmatically. 
Results: Performance of all of these approaches was modest, with the correct diagnosis ranked first 
in only 5.3-17.6% of cases. The performance of the prompts created from structured data was 
substantially worse than that of the original narrative texts, even if additional information was added 
following manual review of term extraction. Moreover, different versions of GPT-4 demonstrated 
substantially different performance on this task.  
Discussion: The sensitivity of the performance to the form of the prompt and the instability of results 
over two GPT-4 versions represent important current limitations to the use of GPT-4 to support 
diagnosis in real-life clinical settings. 
Conclusion: Research is needed to identify the best methods for creating prompts from typically 
available clinical data to support differential diagnostics. 

Keywords: Large language model; Generative Pretrained Transformer 4; Artificial Intelligence; 
Differential diagnosis. 
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INTRODUCTION 
Large language models (LLMs) are a class of artificial intelligence (AI) algorithms that are trained on 
billions of words of diverse texts using self-supervised learning techniques.1 The resulting models can 
be used for natural language processing (NLP) tasks such as chatbots and text prediction.2 LLMs are 
designed for  one-shot or few-shot learning, meaning that they can perform well on a wide range of 
tasks without specific training, or can be pre-trained on huge corpora of text and then can be 
secondarily fine-tuned on specific tasks using relatively small training datasets.3 Most previous 
machine learning (ML) algorithms were trained to only perform specific tasks, and in contrast to LLMs 
are usually not able to address previously unseen problems without needing to be completely 
retrained.4  
 
ChatGPT is a chatbot that can be “prompted” to perform a range of tasks; examples of the task to be 
performed can be provided in the input to improve performance. ChatGPT uses the Generative 
Pretrained Transformer (GPT) as its backend LLM. In contrast to some previous LLMs that were 
trained to predict the next word in web pages, GPT-4  uses reinforcement learning from human 
feedback to fine-tune the model to follow a broad class of written instructions.5 LLMs have achieved 
competitive performance in answering questions derived from or similar to Medical Licensing 
Examination questions,6,7 and ChatGPT has been shown to  provide useful answers to patients’ 
queries.8 Several studies have been published on the performance of LLMs in generating a 
differential diagnosis in response to a query that summarizes the presenting signs and symptoms.9–13 
The methods and assessment approaches differed between the studies, but in general, the studies 
constructed a prompt asking for the differential diagnosis for a patient followed by a  clinical case 
vignette as full text. The performance in these studies was deemed by the authors to be impressive, 
but currently only suitable for supporting physician judgment rather than replacing it. 
 
A recent study14 reported that the Generative Pretrained Transformer 4 (GPT-4) model performed 
well in complex differential diagnostic reasoning. They evaluated the performance of GPT-4 on 75 
case records from the New England Journal of Medicine (NEJM) published in 2021 and 2022 by 
giving GPT-4 a standard prompt, followed by the part of the case report that included the case 
presentation up to but not including the discussant’s initial response. The authors found that GPT-4 
returned the correct diagnosis as a part of its response in 64% of cases, with the correct diagnosis 
being at rank 1 in 39% of cases.14 

OBJECTIVE 

We examined the influence of linguistic context on the performance of GPT-4 in differential diagnostic 
tasks by comparing prompts characterized by a rich narrative context, as those that contained the 
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clinical data described in the 75 NEJM case reports, with more schematic prompts which more 
closely mimic the clinical data effectively available in clinical practice.. More precisely, we compared 
three different approaches to generating prompts and two versions of GPT-4 to determine the stability 
of the performance of GPT-4 in differential diagnostic challenges.  

MATERIALS AND METHODS 

We included 75 NEJM case reports from Case 2-2021 to 40-2022 in our study, omitting 5 of the 80 
case reports that did not describe a diagnostic dilemma.14 The text representing the initial clinical 
presentation was taken from the documents by extracting the first discussant’s section. We appended 
this text to the standardized prompt as described in the recent study,14 and used the OntoGPT15 tool 
to query GPT-4. To assess the influence of the narrative context of the case reports, we extracted the 
clinical abnormalities as Human Phenotype Ontology (HPO) terms.16 Observed and excluded 
abnormalities were included in the prompt using a standard template, whereby the clinical features 
were arranged according to the time point of presentation (Figure 1).  
 
Prompt generation approaches 
The text that is sent as input to the GPT-4 models is referred to as a prompt. For the experiments 
reported here, we created prompts with a preamble that instructs GPT-4 on the desired response and 
a second part with information about the clinical case. We used the preamble text as previously 
reported for a study that assessed the performance of GPT-4 with diagnostic challenges.14 The 
preamble begins with the sentences “I am running an experiment on a clinicopathological case 
conference to see how your diagnoses compare with those of human experts. I am going to give you 
part of a medical case.” and includes the instructions “the goal is to get the correct answer, not a 
broad category of answers. You do not need to explain your reasoning, just give the 
diagnosis/diagnoses.” We tested four methods to generate the portion of the prompt after the 
preamble that contained information about the clinical case in question. Each method used the same 
preamble followed by  text that described the clinical case. 
 
1. Narrative prompt generation (NARR). Here, the original text of the NEJM case reports including 
only the section of the first discussant (i.e., the physician who presents the first part of the clinical 
history). For instance, Case 26-2022 begins with this: “Dr. Esra D. Gumuser (Medicine): A 48-year-
old woman was admitted to this hospital because of multiple lung and liver lesions identified during an 
evaluation for abdominal pain….” and continues with a discussion of the initial clinical presentation.17 
An accurate prediction of the correct diagnosis would have the highest value at this initial point in the 
clinical course, because it could guide confirmatory diagnostics and subsequent clinical management. 
The NEJM case reports continue with contributions of other discussants (i.e., other physicians who 
were involved with the case) about further diagnostics or considerations of specific differential 
diagnoses. For instance, in our example, the case report continues with “Dr. Melissa C. Price: A chest 
radiograph showed faint nodular opacities in the lungs, predominantly in the upper lobes….”. Sections 
such as this subsequent to the first section of the first discussant were not included in the prompt. An 
example is shown in Supplemental Figure S2. 
 
2. Phenotypic feature prompt generation (PHENO-R and PHENO-C). Here, the narrative text was 
subjected to concept recognition to identify Human Phenotype Ontology (HPO) terms using the 
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fenominal text mining tool (https://github.com/monarch-initiative/fenominal). The HPO is a 
comprehensive resource that systematically defines and logically organizes human phenotypes. 
Broad clinical, translational and research applications using the HPO include genomic interpretation 
for diagnostics, gene-disease discovery, mechanism discovery and cohort analytics, all of which 
assist in facilitating precision medicine.16,18,19 Regular expressions were used to identify phrases that 
marked separate presentations at specific ages or in specific situations, such as “3 days before this 
admission” and “After 3 weeks of treatment”. These were used to segment the original narrative into 
sections, and then a template was used to create text describing the clinical manifestations. The 
fenominal tool classifies matches as observed or excluded, and the template was designed 
accordingly. 
 
For instance, consider a text segment that contains the phrase “Three months before admission”. If 
text mining by fenominal identified the observed HPO terms Splenomegaly (HP:0001744) and 
Cholelithiasis (HP:0001081) and the excluded (negated) HPO terms Dyspnea (HP:0002094) and 
Orthopnea (HP:0012764), the template would output the following: 
 

Three months before admission, the patient presented with Splenomegaly and Cholelithiasis. 
The following signs and symptoms were excluded: Dyspnea and Orthopnea. 

 
Two versions of phenotypic feature prompt generation were assessed. In the first, the order of the 
time periods was random (PHENO-R), and in the second, the order of the time periods was 
chronological (PHENO-C). An example of each is shown in Supplemental Figure S3 and S4. Figure 1 
shows a comparison of the NARR and PHENO-R prompt generation approaches. 
 
3. Manual/HPO prompt generation (MAN-HPO). Here, manual curation of medical history, family 
history, and current treatments was used to supplement the PHENO-C approach. The template for 
the PHENO-C approach was extended accordingly. An example is shown in Supplemental Figure S5.  
 
Prompts and GPT-4 output for all 75 case reports for each of the four approaches are available in the 
zenodo repository: 
https://zenodo.org/record/8353301 
 
We developed a Java application for generation of prompts as described above called 
phenopacket2prompt that is available under an open-source MIT license at 
https://github.com/monarch-initiative/phenopacket2prompt. Version 0.3.7 was used for the analysis 
described here and is available as a tagged release in the GitHub repository. 
 
Assessment of GPT4 responses 
GPT-4 was queried by sending prompts to the OpenAI API using OntoGPT 
(https://github.com/monarch-initiative/ontogpt), a tool that includes a programmatic interface to the 
Open AI API. The response from GPT-4 for each prompt was saved in a TSV file. The differential 
diagnoses returned by GPT-4 were then transferred to spreadsheets and independently assessed by 
J.T.R. and P.N.R. Disagreements were resolved by discussion. The results were assigned scores 
using the same scale as in the previous study.14 Results were scored independently by three 
coauthors (P.N.R, D.D., J.T.R.) and disagreements were resolved by consensus. 5 = the actual 

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted February 26, 2024. ; https://doi.org/10.1101/2023.07.13.23292613doi: medRxiv preprint 

https://doi.org/10.1101/2023.07.13.23292613
http://creativecommons.org/licenses/by/4.0/


diagnosis was suggested in the differential; 4 = the suggestions included something very close, but 
not exact; 3 = the suggestions included something closely related that might have been helpful; 2 = 
the suggestions included something related, but unlikely to be helpful; 0 = no suggestions close to the 
target diagnosis. 

RESULTS 
Several recent studies have explored the utility of LLMs including GPT in supporting differential 
diagnosis.9–14 The prompts that are submitted to the LLMs consist of a preamble with instructions 
about the desired response and a clinical vignette containing information about the case. In one 
study, clinical vignettes were taken verbatim from the case studies published in the New England 
Journal of Medicine (NEJM).14 
 
We posited that the clinical vignettes available in the NEJM case reports are not representative of 
texts that could actually be submitted to LLM decision support tools. Although it is difficult to quantify, 
the texts are written in an almost literary style and present detailed and comprehensive clinical 
information in a logical sequence. We estimate that it would take many hours if not days to create 
such a vignette from typical clinical notes, laboratory results, and imaging findings. Even if it were 
possible to automatically generate a clinical vignette of comparable quality directly from electronic 
health records (EHRs), privacy regulations would prohibit these vignettes from being transmitted to 
external LLMs such as chatGPT because of the possibility that the vignettes contain protected health 
information (PHI).  
 
One way to use LLMs in clinical routine that would avoid these difficulties would be to automatically 
extract the salient information about a case in structured form using standard terminologies that by 
design cannot contain PHI, and then to programmatically generate a query based on the structured 
information.  Here, we explore the performance of GPT-4 as a differential diagnostic tool using the 
original narratives from the NEJM case reports to generate prompts and three methods for generating 
prompts on the basis of structured data, or structured data supplemented by manual curation. 
The approaches to prompt generation are denoted by NARR, PHENO-R, PHENO-C, and MAN-HPO, 
and are explained in the Methods. 
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Figure 1. GPT-4 prompt templates. (A) An example showing the narrative prompt provided to GPT-4 (case 
38-2021). (B) The corresponding example using the programmatically generated prompt (PHENO-R). The 
features in the original text that were mined to generate the feature-based query are highlighted (observed 
features in blue and excluded features in red; the phrases describing the time periods are underlined). In this 
example, the case presentation is relatively short; in many of the analyzed cases, the presentation had a 
length of a page or longer. The full preamble text for this example is given in Supplemental Figure S1. 
 
Narrative and feature-based prompts 
We presented GPT-4 with the original description by the primary discussant (NARR approach), and 
observed that GPT-4 included the final correct diagnosis in its differential in 29/75 (38.7%) of cases, 
and the correct diagnosis was in the first position ( rank 1 and score of 5) in 17.3% of cases. The 
mean rank for any helpful diagnosis (with a score of at least 3) was 3.4. These results are similar to 
but not identical to those of a study by Kanjee et al. on the same input data.14 We then tested the 
PHENO-R approach, which generates a simple narrative text based on a structured representation of 
phenotypic features as HPO terms (Methods). Here, GPT-4 included the final diagnosis in its 
differential in only 8/75 (10.7%) of cases, and the correct diagnosis was in the first position  (rank 1 
and score of 5) in 4.0% of cases. The mean rank for any helpful diagnosis was 3.9. (Figure 2). 
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Figure 2. Performance of GPT-4 in diagnostic challenges using narrative (NARR) or structured (phe
feature-PHENO-R) prompts. (A) A histogram of scores (0-5) denoting accuracy of GPT-4 diagnosis using narrati
bars) and extracted features (orange bars) from NEJM case reports. (B) A histogram of the ranks of the correct d
in the differential diagnosis produced by GPT-4 in cases where the score was 4 (nearly the correct diagnosis) or 5
diagnosis) using NARR (blue bars) and PHENO-R (orange bars) from NEJM case reports. The count of unranke
(scores 0-3) are shown for comparison. The results were assigned scores using a previously published sca
Methods for details). 

  
Manual prompt curation 
The fact that the results of the phenotypic feature-based prompt were inferior to those of the na
prompt suggested that either the narrative style of the original text was important for the perfor
of GPT, or that essential information had been lost by our feature extraction process, 
exclusively extracts clinical phenotypes encoded by HPO terms. Therefore, we manually curat
75 case reports to add information about past medical history, family history, and current treat
While the experiments described in the previous section were performed on July 5, 2023 (versio
4-0314), the following experiments were carried out on August 29, 2023 (GPT-4 version gpt-4
The GPT-4 API allows use only of the most current model version. 
 
We presented GPT-4 with narrative (NARR), phenotypic feature-based (PHENO-C; see Met
and manually annotated (MAN-HPO) prompts. We observed that using NARR, GPT-4 includ
correct diagnosis in its differential in 16/75 (21.3%) of cases, and the correct diagnosis was in t
position (rank 1 and score of 5) in 10.6% of cases. The mean rank for any helpful diagnosis (sc
>=3) was 4.1). One of the cases failed to be processed by GPT-4 and was assigned the scor
Using the PHENO-C prompts, GPT-4 included the correct diagnosis in 8/75 (10.7%) of cases, a
correct diagnosis was in the first position (rank 1 and score of 5) in 5.3% of cases. The mean ra
any helpful diagnosis (score of >=3) was 4.6. Using manually annotated (MAN-HPO) prompts, 
included the correct diagnosis in 10/75 (13.3%) of cases, and the correct diagnosis was in th
position (rank 1 and score of 5) in 10.6% of cases. The mean rank for any helpful diagnosis (sc
>=3) was 4.2.  
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Figure 3. Performance of GPT-4 in diagnostic challenges using narrative, feature-based, or manually an
prompts. Histogram of scores (0-5) denoting accuracy of GPT-4 diagnosis using narrative (blue bars), extracted 
(orange bars), or manual annotation (black bars) from NEJM case reports. (B) A histogram of the ranks of the
diagnosis in the differential diagnosis produced by GPT-4 in cases where the score was 4 (nearly the correct diagn
5 (correct diagnosis) using narrative (blue bars), extracted features (orange bars), or manual annotation (black ba
NEJM case reports. The count of unranked cases (scores 0-3) are shown for comparison. The results were a
scores as in Figure 2.  
 

Stability of results across GPT4 versions 
We noted that in both of the above analyses our results with the narrative-queries were less
than those reported by Kanjee et al. on the same dataset.14 We therefore repeated the an
originally performed on July 5, 2023 with the version of GPT4 current at the time of this 
(August 30, 2023;) on the narrative prompts. 
 
Scant details are available about differences between different versions of GPT with resp
algorithmic details and training data.20 We compared the results of our experiment using the te
query corpus obtained on July 5 2023 (version gpt-4-0314) and August 29, 2023 (GPT4 versio
4-0613). In July, there were 29 correct diagnoses (score of 5, 38.6%) as compared to only 19 (2
for the August version; on the other hand, 21 (28%) queries returned no relevant information
July version (score of 0), compared to 25 (33.3%) for the August version.  
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Figure 4. Performance of GPT-4 in diagnostic challenges using narrative prompts in July 2023 and Augus
Narrative prompts for each of the 75 cases were prepared as described previously. A histogram of scores (0-5) d
accuracy of GPT-4 diagnosis in July 5, 2023 (light blue bars, left) and August 25, 2023 (dark blue bars, right) from
case reports.  

DISCUSSION 
 
The potential of large language models (LLM) such as GPT has been a subject of debate, with
ascribing near sentient abilities to the models and others claiming that LLMs merely p
“autocomplete on steroids.” For the purpose of applying LLMs to the problem of clinical diagnos
important to realize that LLMs generate text based on patterns learned from huge amounts of t
texts.21 LLMs such as GPT-4 do not possess an explicit model of medical domain knowledge a
not perform a symbolic human-like reasoning, but instead perform autocompletion by im
learning medical domain knowledge from the data.  
 
One hypothesis we explore in this study is that the narrative form in which information is presen
GPT-4 influences the performance of GPT-4 in differential diagnostic tasks. We first compar
performance of GPT-4 on the original narrative texts and simplified versions of the cases in
only clinical features representable by HPO terms are presented to GPT-4. The performance 
feature-based queries was substantially worse than that of the narrative queries (Figure 2
reasoned that our method of identifying phenotypic abnormalities from the clinical vigne
recognition of HPO terms did not identify all relevant information. Therefore, we manually curat
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past medical history, family history, comorbidities, abnormal laboratory findings that had been missed 
by the HPO mining, and treatments. While this approach improved the performance, it was still 
substantially worse than that using the original texts. Additionally, we noted that the performance of 
GPT-4 on the identical prompts was substantially different for two different versions of GPT-4 (gpt-4-
0613 and gpt-4-0314).  
 
We consider the feature-based queries to be a more appropriate test of the performance of GPT-4 in 
diagnostic tasks, since it is unlikely that the narrative approach can be used in actual clinical practice. 
NEJM-style clinical narratives are not readily available for most cases and EHR texts cannot be 
transmitted across the internet without violating privacy regulations. In contrast, it is straightforward to 
generate a feature-based list of clinical problems, symptoms, and other abnormalities that can be 
used to generate a prompt for GPT. Currently, GPT-4 is not available for installation within medical 
centers, and it remains an open question as to whether smaller models, eventually embedding 
structured information, will demonstrate comparable performance. A possible solution could consist in 
coupling LLMs with a formal representation of medical knowledge, for example using biomedical 
knowledge graphs.4  

Strengths and Limitations 

We did not systematically test the variation in responses of GPT-4 related to the stochasticity of the 
algorithm, which should be the subject of future work. To rigorously perform such a study, the 
community would need to develop a framework for measuring variability in a standardized fashion 
that would determine how to deal with various degrees of textual differences in the responses (e.g., 
pregnancy associated cardiomyopathy vs. cardiomyopathy during pregnancy), how to grade matches 
of general and specific diagnoses (e.g., Idiopathic multicentric Castleman’s disease vs. Castleman’s 
disease), how to assess failure of GPT-4 to provide a genetic diagnosis (e.g., the correct diagnosis is 
“Relapsed acute myeloid leukemia (with wild-type NPM1 and newly identified internal tandem 
duplication mutation in FLT3” and GPT-4’s diagnosis is simply “Relapsed acute myeloid leukemia”). 
The assessment scale we used in this study measures how often the correct diagnosis was at any 
rank in the list returned by GPT-4, but clearly the utility of the prediction is lower if the diagnosis is at 
the low range of a long list.  
 
Our study did not comprehensively explore all possible ways of generating prompts from structured 
data. However, it does point out two important limitations of the LLMs for clinical diagnostics that will 
need to be addressed in order to apply the method to support differential diagnosis in routine clinical 
care. Firstly, we show that the way the prompt is generated can have substantial effects on 
performance. Although the full narrative text had the best performance, it would be challenging to 
create a similar narrative text from data available in typical EHRs or other clinical settings. Therefore, 
we contend that approaches that extract features automatically from available clinical texts, or that 
derive ontology terms from structured data such as laboratory values,22 are a more realistic approach. 
Our study shows that prompts constructed in this way do not perform as well as comprehensive 
narrative texts. We are not able to determine if this is due to failure to include some of the original 
information in the feature-based prompts or if it is due to the different textual style. However, we 
suggest that prompts with texts as sophisticated as those of the NEJM case reports are not realistic 
representations of what can be generated in typical clinical contexts because of privacy concerns and 
because it would be too time consuming for physicians to write similar clinical vignettes based on 
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information available in EHRs or other resources. Therefore, we posit that the performance obtained 
by our feature-based approaches (PHENO-C and PHENO-R) is a better estimate of the performance 
that can be expected for typical clinical usage. We have additionally shown that the performance of 
GPT-4 differed substantially between two versions. The lack of stability of the algorithm, together with 
the black-box nature of GPT-4, raises important questions about the clinical utility of general purpose 
LLMs for clinical diagnostics. Future research and algorithmic development is needed to determine 
the optimal approach to leveraging LLMs for clinical diagnosis.  
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