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Abstract 

Background/aim: Large-scale language models (LLMs), such as GPT-4 and GPT-3.5, 

have demonstrated remarkable potential in the rapidly developing field of artificial 

intelligence (AI) in education. The use of these models in medical education, especially 

their effectiveness in situations such as the Turkish Medical Specialty Examination 

(TUS), is yet understudied. This study evaluates how well GPT-4 and GPT-3.5 respond 

to TUS questions, providing important insight into the real-world uses and difficulties 

of AI in medical education. 

Materials and methods: In the study, 1440 medical questions were examined using 

data from six Turkish Medical Specialties examinations. GPT-4 and GPT-3.5 AI models 

were utilized to provide answers, and IBM SPSS 26.0 software was used for data 

analysis. For advanced enquiries, correlation analysis and regression analysis were used. 

Results: GPT-4 demonstrated a better overall success rate (70.56%) than GPT-3.5 

(40.17%) and physicians (38.14%) in this study examining the competency of GPT-4 

and GPT-3.5 in answering questions from the Turkish Medical Specialization Exam 

(TUS). Notably, GPT-4 delivered more accurate answers and made fewer errors than 

GPT-3.5, yet the two models skipped about the same number of questions. Compared to 

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted July 12, 2023. ; https://doi.org/10.1101/2023.07.12.23292564doi: medRxiv preprint 

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.

https://doi.org/10.1101/2023.07.12.23292564
http://creativecommons.org/licenses/by-nc/4.0/


2 

 

physicians, GPT-4 produced more accurate answers and a better overall score. In terms 

of the number of accurate responses, GPT-3.5 performed slightly better than physicians. 

Between GPT-4 and GPT-3.5, GPT-4 and the doctors, and GPT-3.5 and the doctors, the 

success rates varied dramatically. Performance ratios differed across domains, with 

doctors outperforming AI in tests involving anatomy, whereas AI models performed 

best in tests involving pharmacology. 

Conclusions: In this study, GPT-4 and GPT-3.5 AI models showed superior 

performance in answering Turkish Medical Specialization Exam questions. Despite 

their abilities, these models demonstrated limitations in reasoning beyond given 

knowledge, particularly in anatomy. The study recommends adding AI support to 

medical education to enhance the critical interaction with these technologies. 

Keywords: Artificial intelligence, medical education, GPT models, TUS exam, clinical 

sciences, basic sciences 
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1. Introduction 

ChatGPT and other large-scale language models (LLMs) indicate a new era in natural 

language processing (NLP), a branch of artificial intelligence (AI) that allows human-

computer interaction through natural language [1, 2]. The capacity of these models to 

recognize, analyze, and create human speech has the potential to alter numerous 

industries, including education, healthcare, customer service, and marketing [3]. The 

refining and evolution of these models have occurred over time, hastening the current 

technological revolution. 

 

The use of LLM in education has attracted a great amount attention. LLM is used to 

improve teaching and learning processes, which has resulted in the creation of 

applications such as automatic essay scoring, plagiarism detection, intelligent tutoring 

systems, and language learning apps [4, 5, 6]. The significance of these apps in medical 

education cannot be overstated. Providing options for learning support, student grading, 

and curriculum updating to improve the quality of medical education while lowering 

expenses [7]. 

 

Although we are limited to using LLMs in medical education, complex models like 

OpenAI's GPT-3.5 and its sequel GPT-4 have emerged as game changers. GPT-3.5, an 

improved version of the previous version, was used to build personalized learning 

materials, feedback on student achievement, and even complete courses [8]. GPT-3.5's 

performance has been assessed and verified in peer-reviewed papers, indicating its 

capacity to create high-quality instructional content similar to human experts [9]. 
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The launch of GPT-4, which is supposed to be more effective than its predecessor, 

caught the curiosity of specialists. GPT-4 has the ability to take medical education to 

unparalleled heights by comprehending and creating more complex languages and 

accomplishing more difficult tasks [10]. However, using these AI models in medical 

education poses obstacles. Models should be used ethically and responsibly, while 

respecting the privacy and autonomy of healthcare professionals and patients and 

avoiding bias and the propagation of prejudice [7, 11]. 

 

On the other hand, the idea of utilizing AI to help learning for medical students is 

projected to increase training quality at a low cost [12]. However, incorporating AI into 

traditional medical education is a challenging process fraught with difficulties such as 

determining AI efficacy and the technological complexities required in designing AI 

applications. 

 

The process of evaluation and testing is an essential component of medical education. 

The Turkish Medical Specialty Examination (TUS), a key milestone in the professional 

growth of Turkish doctors with specific education, is one such evaluation in the Turkish 

medical school system. The TUS is a national test that assesses a specialist's 

comprehensive knowledge and skills [13]. It is separated into two sections: clinical and 

basic sciences. 

 

The clinical science component has 120 multiple-choice questions that examine a 

candidate's clinical medicine skills, while the basic science section contains 120 

questions that assess a candidate's competency in the basic sciences of medicine. It is 
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made up of multiple-choice questions. The TUS test is a significant intellectual 

challenge that necessitates a complete comprehension of the subject content, 

emphasizing the importance of excellent study and preparation strategies [14, 15]. The 

prospective role of AI and LLM becomes even more relevant in this context. 

 

Despite potential limits and ethical concerns, the benefits of incorporating NLP and 

LLM into these fields are substantial. These technologies, for example, can boost 

student engagement, interaction, and customized learning, as well as help students score 

well on subject-specific assessments such as the TUS [16]. The digital revolution of 

healthcare, together with developments in AI technologies such as GPT-3.5 and GPT-4, 

point to a bright future for AI in medical education. However, the future must be 

handled properly, continually re-evaluated, and changed in response to changing social 

requirements, technical developments, and a growing awareness of AI's capabilities and 

limits. 

 

The goal of this study was to compare the performance of the GPT-4 and GPT-3.5 AI 

models in answering questions on the Turkish Medical Specialty Examination (TUS), 

with an emphasis on the differences between the clinical and fundamental science parts. 

This study is significant for both educators and AI developers because it gives a 

thorough grasp of the prospective uses of AI in medical education. 

 

2. Materials and methods 

2.1 Data Collection: 
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This study analyzed data from Turkish Medical Specialties (TUS) examination records 

from the past three years, which included six TUS examinations and a total of 1440 

medical questions. The Council on Higher Education (CoHE) publishes this data 

annually, and it contains question difficulty scores, selection scores, and key answers, 

assuring a balanced mix of questions from the science sections, basic and clinical 

studies. 

2.2 Simulation Setup: 

Two AI models, GPT-4, and GPT-3.5, were charged with responding to collected TUS 

questions in simulations. They were instructed to select what they find to be the correct 

answer or to skip the question. Due to their limitations in interpreting visual data, the 

models were given the option to skip questions that included images. 

2.3 Answer Scoring: 

The AI models' responses were scored using answer keys provided by CoHE . The 

official TUS scoring system, which involves computing raw scores from correct and 

incorrect answers and then normalizing them into points, is used to provide a score after 

cross-checking each response with the primary response. specific T and K scores (for 

clinical and basic medical sciences, respectively). 

2.4 Data Analysis: 

After evaluation, IBM SPSS 26.0 software was used to combine and analyze the data. 

Following a comparison of the overall results between GPT-4 and GPT-3.5, individual 

analyses for the basic science and clinical sections were conducted. 

 

To get insight into how well each AI model performed, descriptive statistics (mean, 

mean, and standard deviation) of the scores were computed. Inferential statistics were 
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applied to compare the performance of the two AI models. Independent sample tests or 

Mann-Whitney U tests were conducted, depending on how the data were distributed. In 

order to compare the performance of two models on the same set of questions, paired 

sample t-tests were also applied, where needed. 

 

Analysis of variance (ANOVA) was performed to compare the model's performance 

across courses. If ANOVA revealed significant differences, graduate tests were used to 

pinpoint individual courses where these discrepancies occurred. 

 

Correlation analysis was also carried out to look into any potential connections between 

question difficulty, selectivity, and model performance. Regression analysis was used if 

more complex studies were required to forecast the model's performance depending on 

these characteristics. 

 

3. Results 

3.1 GPT 3.5 

The mean success rate across all domains was 40.17%, with 1 to 25 correct answers per 

test. The model gave 10.23 inaccurate answers and skipped 0.12 questions on average. 

The average number of correct answers for Clinical Medical Sciences was 63.17 

(SD=3.19), with answers ranging from 58 to 67. Participants skipped 0.33 (SD=0.52) 

questions on average, with a range of 0 to 1. The average number of incorrect answers 

was 56.50 (SD=3.56), with a range of 52 to 62. The average net score was 49.04 (SD = 

4.08), with a range of 42.50 to 54. The overall score varied from 47.43 to 53.05, with a 

mean of 50.91 (SD =1.89). 
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The average number of correct answers for Basic Medical Sciences was 63.00 

(SD=7.75), with answers ranging from 50 to 73. With a range of 0 to 2, participants 

skipped an average of 1.17 (SD=0.75) questions. Incorrect answers ranged from 46 to 

68, with an average of 56.00 (SD=7.29). With a range of 33 to 61.50, the average net 

score was 49.00 (SD=9.57). The overall score ranged from 47.08 to 55.29, with a mean 

of 52.05 (standard deviation=2.82). 

 

3.2 GPT4 

The overall success rate was 70.56%, with a range of 2 to 38 correct answers per test. 

The model gave 4.68 incorrect answers and skipped 0.12 questions on average. The 

average number of correct answers for Clinical Medical Sciences was 95.17 (SD=5.56), 

with answers ranging from 88 to 101. Participants skipped an average of 0.17 

(SD=0.41) questions out of a possible total of 1. Incorrect answers ranged from 19 to 

32, with an average of 24.67 (SD=5.75). The average net score was 89.00 (SD = 7.00), 

with a range of 80 to 96.25. The overall score varied from 62.90 to 74.49, with a mean 

of 70.40 (SD =4.26). 

 

The average number of correct answers for Basic Medical Sciences was 92.00 

(SD=7.51), with answers ranging from 78 to 99. With a range of 0 to 4, participants 

skipped an average of 1.17 (SD=1.60) questions. Incorrect answers ranged from 19 to 

42, with an average of 26.83 (SD=8.13). With a range of 67.50 to 93.75, the average net 

score was 85.29 (SD=9.52). The overall score varied from 62.77 to 74.56, with a mean 

of 70.59 (SD =4.36). 
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3.3 Physicians 

The participating physicians' mean success rate was 38.14%, which is comparable to the 

GPT-3.5 model's performance when compared to the AI models. Between 3.1 and 24.35 

correct answers were given on average per test by participants. The average number of 

correct answers for Clinical Medical Sciences was 63.58 (SD=1.83), ranging from 60.44 

to 65.77. The net score varied from 48.92 to 54.24, with a mean of 52.47 (SD =1.93). 

 

The average number of correct answers for Basic Medical Sciences was 53.43 

(SD=2.07), ranging from 51.63 to 57.34. The net score varied from 39.23 to 45.53, with 

an average of 41.10 (SD=2.32) (Table 1.). 

 

The performance differences between OpenAI's GPT-4 and GPT-3.5, as well as a 

comparison to the mean performance of 44,050 physicians, have been demonstrated by 

the results of the paired sample t-test. 

 

First, there was a substantial difference in the correct answer counts of GPT-4 and GPT-

3.5, with GPT-4 providing more correct responses (mean difference = 5.545, p<0.001). 

GPT-4 made much less inaccuracies as well (mean difference = 5.545, p<0.001). The 

number of questions skipped by the two AI models, however, did not differ significantly 

(p = 0.388). 

 

Furthermore, the net scores (calculated by subtracting the incorrect response count 

divided by four from the correct answer count) for GPT-4 were substantially higher than 

for GPT-3.5 (mean difference = 6.93182, p<0.001). 
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When compared to the physician's participants, GPT-4 had a larger number of accurate 

responses (mean difference = 6.37818, p<0.001) and a higher net score (mean 

difference = 7.33848, p<0.001). 

 

Interestingly, GPT-3.5 outperformed the physicians in terms of correct answer count 

(mean difference = 0.8327, p = 0.033), although the difference in net scores was not 

statistically significant (p = 0.387). 

 

Finally, the GPT-4, GPT-3.5, and medical doctor participants' success rates (calculated 

score divided by number of questions) were examined. GPT-4 had a success rate of 

70.56% on average, compared to GPT-3.5's 40.17% and the participants' 38.14%. The 

success rates differed statistically between GPT-4 and GPT-3.5, GPT-4 and the 

participants, and GPT-3.5 and the participants (Figure 1.) (Figure 2.). 

 

A comparison analysis was performed in this study to compare the relative performance 

of AI models GPT-4 and GPT-3.5 against a cohort of 44,050 physicians across a variety 

of tests. Three unique performance ratio measures were used to facilitate this. The 

'GPT3.5 Performance Ratio' and 'GPT4 Performance Ratio' were calculated by 

extracting the success rates of the physicians from the success rates of respective AI’s, 

allowing an evaluation of each AI's relative effectiveness compared to the physicians. 

Whereas the 'GPT4 to GPT3.5 Performance Ratio' was calculated by comparing the 

success rates of the two AIs, highlighting the variations in their effectiveness. 
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One-way ANOVA found significant differences between groups for both the 'GPT3.5 

Performance Ratio' (F(10, 55)=2.682, p=.010) and the 'GPT4 Performance Ratio' (F(10, 

55)=2.281, p=.026). The 'GPT4 to GPT3.5 Performance Ratio', on the other hand, 

showed no significant variation (F(10, 55)=0.437, p=.922). 

 

Further investigation utilizing Tukey HSD post-hoc comparisons revealed significant 

differences in the 'GPT3.5 Performance Ratio' between the Anatomy and Pharmacology 

test groups, with a mean difference of -33.89 and a p-value of 0.037. The 'GPT4 

Performance Ratio' showed a comparable significant difference, with a mean difference 

of -33.74 and a p-value of 0.038. 

 

Overall, the data indicate that the performance ratios of GPT-4, GPT-3.5, and Medical 

Doctors varied significantly depending on the field. The AI models outperformed the 

physicians in the pharmacology tests, while the physicians outperformed the AI models 

in the anatomy tests. Surprisingly, no significant difference in performance ratios was 

found between GPT-4 and GPT-3.5 across all disciplines. 

 

Pearson's correlation coefficient was used to analyze the correlations between the 

study's variables. Most of these variables, including the difference in success rates 

between GPT4 and physicians, the GPT4 to GPT3.5 Performance Ratio, and the 

difference in success rates between GPT3.5 and physicians, did not demonstrate a 

significant link with the Average Discrimination Score. It only had a slightly negative 

association with the Average Difficulty Level (r = -.328, p < .05) (Table 2.).  
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Similarly, there was no significant link between the Average Difficulty Level and the 

difference in success rates between GPT4 and physicians, the GPT4 to GPT3.5 

Performance Ratio, or the difference in success rates between GPT3.5 and physicians. 

However, there were substantial negative associations with both GPT4's success rate (r 

= -.318, p < .01) and participant success rate (r = -.623, p < .01), indicating that as 

difficulty increases, both GPT4 and human participants' success rates fall (Figure 3.). 

 

4. Discussion 

The findings represented a comparison of the performance of AI models GPT-4 and 

GPT-3.5 in a series of tests against a large sample of physicians. Correct answers, 

incorrect answers, skipped questions, net scores, and total success rates are all key 

performance measures. GPT-4 had a significantly greater success rate, averaging 

70.56%, than GPT-3.5, which had a mean success rate of 40.17%. The participating 

physicians, on the other hand, had a 38.14% success rate, which was roughly the same 

as GPT-3.5. One-way ANOVA and Tukey HSD post-hoc analyses demonstrated a 

substantial difference in the performance ratio between the two AI models and the 

physicians, particularly in Anatomy and Pharmacology. 

 

GPT-4 outperformed GPT-3.5 in several aspects, including producing more correct 

responses (5.545), fewer incorrect answers (6.545), and significantly higher net scores 

(6.633182). These distinctions indicate that GPT-4 has a deeper understanding of the 

subject matter and is more competent at applying medical information. The amount of 

questions skipped by both models, however, did not change considerably, implying that 

GPT-4's innovations did not significantly increase its capacity to handle queries it did 
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not instantly know how to answer. GPT-4 also outperformed GPT-3.5 in both Basic and 

Clinical Medical Sciences examinations, outperforming it by 30.39%. The study 

discovered no statistically significant differences in performance ratios across all 

disciplines, demonstrating that GPT-4's excellence is consistent across all domains of 

medical science. 

 

Further comparisons between the performance of the AI models and the participating 

physicians revealed intriguing findings. While GPT-3.5 scored comparable overall 

performance ratings to physicians, it significantly outperformed physicians in the 

number of right answers delivered, even if the difference in net scores was not 

statistically significant. This implies that, while GPT-3.5 may provide more correct 

answers than physicians, it may also provide more incorrect answers, indicating a lack 

of precision that may stem from the fact that, unlike human physicians, AI models lack 

the ability to reason beyond the information on which they were trained. 

 

GPT-4 surpassed both GPT-3.5 and physicians, suggesting substantial advances in 

knowledge and precision. The substantial negative correlation between Average 

Difficulty Level and GPT-4 success rate and participant success rate implies that 

increased difficulty has an influence on both AI and human performance. This similarity 

emphasizes the idea that AI performance in the medical industry is comparable to 

human performance, reinforcing AI's role as a beneficial tool in assisting physicians in 

difficult decision-making processes. 
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The study emphasizes the possibilities and limitations of AI models featuring GPT-4 

and GPT-3.5 in medical education, particularly compared to human physicians. These 

models have limits in reasoning beyond supplied knowledge [17], which is critical in 

topics such as anatomy, where visualization and comprehension of spatial interactions 

between distinct body parts are required. The study also discovered a substantial 

negative association between test difficulty and AI performance, implying that as the 

complexity of the exam increases, it negatively impacts AI's performance. 

 

The GPT-4 model addressed medical questions with outstanding accuracy, making it a 

helpful tool for medical students. However, particular risks must be considered, such as 

the model's tendency to deliver inaccurate replies and significant unpredictability in 

performance across different medical areas [18]. Furthermore, possible biases in AI 

performance testing must be carefully analyzed to guarantee that the model's abilities 

are accurately interpreted. 

 

Although AI models have the potential to improve learning, they are unable to replace 

human cognition or critical thinking. To overcome this, a blended learning strategy that 

allows human instructors to focus on developing critical thinking and problem-solving 

skills could be advantageous [19]. Furthermore, training for students to engage with and 

critically analyze AI models should be offered as part of the medical curriculum, 

promoting a symbiotic link between AI and medical teaching. 

 

ChatGPT did not meet the pass criterion in scenarios such as the American Heart 

Association's Basic Life Support and Advanced Cardiovascular Life Support exams 
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[20]. However, its ability to generate relevant, detailed answers and its alignment with 

resuscitation guidelines over other AI systems highlighted its potential as a valuable 

self-learning tool. The results of these research are relevant to the United States Medical 

Licensing Examination (USMLE), where ChatGPT's logical justification of answers, 

even wrong ones, hinted at its potential as an interactive instructional tool [21, 22]. 

 

Results from the use of AI techniques such as ChatGPT and GPT-4 to non-English 

language testing have been inconsistent. While ChatGPT stumbled on the Taiwanese 

Family Medicine Board Exam, with only 41.6% accuracy, and the Taiwanese 

Pharmacist Licensing Examination, scoring between 54.4% and 67.6%, GPT-4 showed 

potential by passing numerous years of the Japanese Medical Licensing Exams [23-25]. 

These findings emphasize the necessity for additional AI model optimization, especially 

when working with non-Latin characters. The trials also highlight the need for AI 

solutions that can accommodate different linguistic and cultural contexts and the need of 

using a variety of assessment techniques in healthcare settings. 

In the standardized admissions exams used in the UK, ChatGPT showed promise in 

evaluating aptitude, critical thinking, problem-solving, reading comprehension, and 

aptitude, but it struggled with questions that required a lot of science and math [26]. 

This highlights the importance of AI's continual progress and educated integration with 

traditional learning methodologies. 

 

The potential of AI technologies like ChatGPT in transforming education is evident in 

various studies. Understanding their capabilities, limitations, and modifying 

instructional approaches is crucial for successful application. Future studies should 
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explore personalized learning, curriculum revision, and educational content 

development. AI integration in education and examination contexts is a continuous 

trend, requiring strategic planning, pedagogical modifications, and continuous review to 

maximize benefits while minimizing risks. Despite challenges such as analyzing AI's 

efficiency, managing technical complexities, and preventing misuse, AI integration is a 

growing trend that requires continued focus and innovation. 

 

5. Limitations 

Despite the promising findings, this study has some limitations. The inability of GPT-4 

and GPT-3.5 models to address image-based questions is an important limitation. The 

models continued to respond relying upon the associated text and options despite being 

told to ignore such questions. Although the number of responses was small in size, they 

may have influenced the total performance results. 

 

Inconsistencies in the models' responses were also shown by asking the same questions 

again. When identical questions were introduced on many occasions, both models 

demonstrated a tendency to select different responses, showing a measure of 

unpredictability. To prevent this, each TUS exam was administered twice using both 

models, with questions producing varied results repeated a third time. This 

inconsistency, however, remains a severe restriction, particularly in high-stake scenarios 

such as medical examinations. 

 

6. Conclusion 
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The study investigates the potential and limitations of large-scale language models such 

as GPT-4 and GPT-3.5 in medical education. GPT-4 surpasses physicians in solving 

Turkish Medical Specialization Exam (TUS) questions and especially in pharmacology 

questions, demonstrating the development of AI technology. However, the models 

encounter difficulties in anatomy tests, necessitating further development and human 

intervention. Although AI models have made outstanding advances in medical 

information comprehension and application, they still face problems in areas such as 

visualization, spatial understanding, and reasoning beyond available knowledge. GPT-4 

demonstrated significant accuracy in answering complicated medical questions, 

indicating that the use of AI in medical education is promising. 

 

However, risks such as incorrect replies and performance variability require continuous 

monitoring and expanding development. The study also underlines the importance of 

combining AI with human instruction so that AI may supplement human cognition in 

areas of high complexity or difficulty. AI solutions that are inclusive and economical 

are critical for future AI growth, ensuring that AI education tools are accessible and 

beneficial to various learners. Despite its limitations, AI's involvement in medical 

education is a growing trend with interesting future learning prospects. 
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It should be noted that all findings derived with the assistance of these AI models 

underwent rigorous cross-validation to ensure accuracy and reliability. While the AI 

models were utilized to rectify grammatical inaccuracies, they were not engaged in 

creating substantial content, thereby maintaining the integrity and authenticity of our 

research. This research greatly benefited from the inclusion of these AI models in the 

process. 
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Legends 

Table 1. Descriptive Statistics of AI Models and Physicians Across Exams 

AI Version Medical Science 

Type 

Variable Minimum Maximum Mean Std. 

Deviation 

3.5 Clinical Correct Answers 58.00 67.00 63.17 3.19 
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3.5 Clinical Skipped 

Questions 

0 1 0.33 0.52 

3.5 Clinical Incorrect 

Answers 

52 62 56.50 3.56 

3.5 Clinical Net Score 42.50 54.00 49.04 4.08 

3.5 Clinical Overall Score 47.43 53.05 50.91 1.89 

3.5 Basic Correct Answers 50.00 73.00 63.00 7.75 

3.5 Basic Skipped 

Questions 

0 2 1.17 0.75 

3.5 Basic Incorrect 

Answers 

46 68 56.00 7.29 

3.5 Basic Net Score 33.00 61.50 49.00 9.57 

3.5 Basic Overall Score 47.08 55.29 52.05 2.82 

4 Clinical Correct Answers 88.00 101.00 95.17 5.56 

4 Clinical Skipped 

Questions 

0 1 0.17 0.41 

4 Clinical Incorrect 

Answers 

19 32 24.67 5.75 

4 Clinical Net Score 80.00 96.25 89.00 7.00 

4 Clinical Overall Score 62.90 74.49 70.40 4.26 

4 Basic Correct Answers 78.00 99.00 92.00 7.51 

4 Basic Skipped 

Questions 

0 4 1.17 1.60 

4 Basic Incorrect 19 42 26.83 8.13 
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Answers 

4 Basic Net Score 67.50 93.75 85.29 9.52 

4 Basic Overall Score 62.77 74.56 70.59 4.36 

Physicians Clinical Correct Answers 60.44 65.77 63.58 1.83 

Physicians Clinical Net Score 48.92 54.24 52.47 1.93 

Physicians Basic Correct Answers 51.63 57.34 53.43 2.07 

Physicians Basic Net Score 39.23 45.53 41.10 2.32 

 

 

Table 2. Paired Analysis of Average Difficult Level with Success Rates and 

Performance Ratios 

Paired Samples Correlations 

 Correlation Sig. 

Average Difficulty Level & GPT4 Success Rate -0,318 0,009 

Average Difficulty Level & Physicians Success Rate -0,623 0 

Average Difficulty Level & GPT3.5 Success Rate -0,297 0,015 

Average Difficulty Level & GPT4 Performance Ratio -0,021 0,868 

Average Difficulty Level & GPT3.5 Performance 

Ratio 

-0,022 0,861 

 

 

Figure 1. 2019-2021 TUS Spring & Fall Basic Sciences Score Distribution 
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Figure 2. 2019-2021 TUS Spring & Fall Clinical Score Distribution 
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Figure 3. Average Difficulty Level & GPT4 Success Rate and Physicians Success Rate 
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