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ABSTRACT

Deep learning has emerged as a powerful approach in var-
ious domains, including biological network analysis. This
paper investigates the advancements in computational tech-
niques for inferring gene regulatory networks (GRNs) and in-
troduces MCNET, a state-of-the-art deep learning algorithm.
MCNET integrates multi-omics data to infer GRNs and ex-
tract biologically significant representations from single-cell
RNA sequencing (scRNA-seq) data. By incorporating atten-
tion mechanisms and graph convolutional networks, MCNET
captures intricate regulatory relationships among genes. Ex-
tensive benchmarking on diverse scRNA-seq datasets demon-
strates MCNET’s superiority over existing methods in GRN
inference, scRNA-seq data visualization, clustering, and sim-
ulation. Notably, MCNET accurately predicts gene regula-
tions on cell-type marker genes in the mouse cortex, validated
by epigenetic data. The introduction of MCNET paves the
way for advanced analysis of sScRNA-seq data and provides
a powerful tool for inferring GRNs in a multi-omics con-
text. Moreover, this paper addresses the integration of multi-
omics data in gene regulatory network inference, proposing
MCNET as a method that efficiently analyzes and visualizes
homogeneous gene regulatory networks derived from diverse
omics data. The inference capability of MCNET is evalu-
ated through extensive experiments with simulation data and
applied to analyze the biological network of psychiatric dis-
orders using human brain data.

1. INTRODUCTION

Understanding many biological processes requires knowledge
not only about the biological entities themselves but also the
relationships among them. For example, processes such as
cell differentiation depend not only on which proteins are
present, but also on which proteins bind together. A natu-
ral way to represent such processes is as a graph, also called a
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network, since a graph can model both entities as well as their
interactions. Recent advances in experimental high-throughput
technology have vastly increased the data output from inter-
action screens at a lower cost and resulted in a large amount of
such biological network data (Reuter et al., 2015). The avail-
ability of this data makes it possible to use biological network
analysis to tackle many exciting challenges in bioinformatics,
such as predicting the function of a new protein based on its
structure or anticipating how a new drug will interact with bi-
ological pathways. This wealth of new data, combined with
the recent advances in computing technology that has enabled
the fast processing of such data (Goodfellow et al., 2016), has
reignited interest in neural networks (Sokolov et al., 2015;
Parker, 1985; LeCun, 1985; Rumelhart et al., 1986) which
date back to the 1970s and 1980s, and set the stage for the
emergence of deep neural networks, a.k.a deep learning, as a
new way to address these unsolved problems.

Biological systems on different levels of organization, from
organelles and single cells to tissues, organs and entire organ-
isms, constantly sense the environment and modulate their
behavior to ensure optimal performance and fitness (Lopez-
Barneo et al., 2001; Rolland et al., 2006; Veal et al., 2007).
The sensing of the environment is accomplished via numer-
ous molecular mechanisms which ultimately result in coordi-
nate activation and suppression of, often multiple, regulatory
cascades affecting different and mutually dependent cellular
processes. By propagating the perceived signal, the expres-
sion levels of genes coding for transcription factors (TFs) are
adequately altered, leading to changes in the levels of tran-
scripts encoding enzymatic proteins which affect metabolism
and organism’s tasks (Jacob & Monod, 1961).

Therefore, accurate reconstruction of the complete set of reg-
ulatory interactions, forming gene regulatory networks, is one
of the key tasks in systems biology (Karlebach & Shamir,
2008). Gene regulatory networks have an important role in
every process of life, including cell differentiation, metabolism,
the cell cycle and signal transduction. By understanding the
dynamics of these networks we can shed light on the mecha-
nisms of diseases that occur when these cellular processes are
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dysregulated. Accurate prediction of the behaviour of regu-
latory networks will also speed up biotechnological projects,
as such predictions are quicker and cheaper than lab experi-
ments Karlebach & Shamir (2008).

In biological systems, the gene regulatory interactions are
transitory, as they depend on different factors, including: de-
velopmental, environmental, as well as internal, given by the
genetic make-up of the organism. the expression of cognate
genes is integrated in layers of iterative regulatory networks
that ensure the performance not only of the whole cell, but
also of the bacterial population, and even of the entire mi-
crobial community, in a changing environment (Cases & de
Lorenzo, 2005).

High-throughput technologies for simultaneous measurement
of gene expression have been used to capture the transitory
behavior of thousands of genes upon internal and external
perturbation in different biological systems, from bacteria and
yeast to algae, plants and animals (Schulze & Downward,
2001; Blencowe et al., 2009; Rehrauer et al., 2009). The gath-
ered gene expression levels reflect the underlying regulatory
relationships, and, thus, can readily be used to reconstruct the
operational regulatory networks.

With the increasing number of performed time-series exper-
iments methods are needed to extract gene regulatory net-

works supported by all gathered data sets simultaneously. These

experiments are over different time domains, with different
sampling frequency under various conditions and conducted
in different laboratories, which may affect the success of net-
work reconstruction (Sima et al., 2009). In addition, each of
these experiments is usually accompanied by a corresponding
reference control experiment, whose profiles are used to de-
termine differential gene behaviors (Garcia de la Nava et al.,
2004; Rapaport et al., 2013).

Reconstruction of gene regulatory networks is a classical prob-
lem in computational systems biology and various methods
based on different sets of assumptions and applicable on data
from particular experiments have been proposed, critically
assessed and systematically reviewed (Hempel et al., 2011;
Marbach et al., 2012; Omony, 2014).

In general, inference of gene regulatory networks begins with
application of a similarity measure of choice on the investi-
gated data set, resulting in a square similarity matrix. This
similarity matrix can be sparsified by retaining only the val-
ues which are statistically significant after multiple hypothe-
sis testing. A number of computational models (Rumelhart
et al., 1986; Huynh-Thu et al., 2010; Chan et al., 2017; Mat-
sumoto et al., 2017; Papili Gao et al., 2018) have attempted to
incorporate GRN inference into their single-cell data analysis
models. Current methods solely based on single-cell RNA
sequencing (scRNA-seq) data also have explicit limitations.
For example, it is common for GRN inference algorithms
to use statistics algorithms that focus on the co-expression
networks instead of decoding the casual relationships among

TFs and their corresponding target genes (Chan et al., 2017;
S. Kim, 2015). A number of computational models (Rumel-
hart et al., 1986; Huynh-Thu et al., 2010; Chan et al., 2017;
Matsumoto et al., 2017; Papili Gao et al., 2018; Moerman
et al., 2019) have attempted to incorporate GRN inference
into their single-cell data analysis models.(Matsumoto et al.,
2017; Papili Gao et al., 2018) or tree-based models (Huynh-
Thu et al., 2010; Moerman et al., 2019) and it is generally
hard to directly generalize these approaches to more compre-
hensive nonlinear frameworks and benefit from the computa-
tional power that the deep learning model brought to us. One
class of these methods relies on side measurements such as
single-cell chromatin accessibility or transcription factor (TF)
binding motifs (Kamimoto et al., 2023). However, these mea-
surements often require more complicated experimental de-
signs and could also introduce additional noise as these data
could come from different experiments.

To address the above problems, we present MCNET, a deep
generative model that can jointly embed the gene expression
data and simultaneously construct a GRN that reflects the in-
ner structure of gene interactions in single cells. To imple-
ment such an idea, we heavily based our work on the work of
[29], which generalized a popular approach, called the struc-
tural equation model (SEM), that infers the causality using a
linear model, and implemented the exact technique that was
desired for our project. (Shu et al., 2021) hypothesised that
by adding proper mathematical constraints, part of the neu-
ral network architecture could be used to predict the GRN of
the scRNA-seq data. A previous study by (Lin et al., 2017)
showed that more accurate cell representations

could be achieved by guiding the neural network architec-
ture with a GRN structure derived from the literature and
databases. In this Article, we show that the neural network
architecture can reflect GRN structure by properly designing
the neural network layer with a reliance on multi omic data.
Integration of multi-omic datasets in a Structural Equation
Modelling neural network was based on the work of (Picard
et al., 2021). The neural network architecture can be inferred
jointly with the training of the weights of the neural network
in an end-to-end manner.

We evaluate the performance of MCNET for various single-
cell tasks such as GRN inference, scRNA-seq data visualiza-
tion, cell-type identification and cell simulations on several
benchmark datasets. We first show that MCNET is able to
achieve better performance on the GRN inference task com-
pared with the state-of-the-art algorithms on several popu-
lar benchmark datasets. We also apply MCNET to another
single-cell dataset without the ground-truth GRN measured,
and provide extensive evidence extracted from the single-cell
DNA methylation and open chromatin data to demonstrate
the accuracy and efficiency of our algorithm. Moreover, we
also evaluate the quality of the single-cell representation reg-
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ularized by the GRN structure. We find that MCNET can
achieve comparable or better performance compared with cur-
rent state-of-the-art methods on the tasks of visualization and
cell-type identification on various benchmark datasets.

2. INTEGRATION OF MULTI OMIC DATA

The advent of powerful and inexpensive screening technolo-
gies (Misra et al., 2019) recently produced huge amounts of
biological data that opened the way to a new era of thera-
peutics and personalized medicine (Ahmed, 2020) Treatment
efficiency and adverse effects can differ vastly between indi-
viduals due to differences in age, sex, genetics and environ-
mental factors (e.g., anthropometric and metabolic statuses;
dietary and lifestyle habits (Burney & Lakhtakia, 2017; Jac-
card et al., 2017) The aim of precision medicine is thus to
design the most appropriate intervention based on the bio-
logical information of each individual (Tebani et al., 2016).
Clinical information and omics data can be directly retrieved
from databases or collected with screening technologies for
disease (Menyhart & Gydrffy, 2021), class prediction (Hasin
et al., 2017), biomarkers discovery (Sun & Hu, 2016), disease
subtyping (Menyhart & Gyorffy, 2021), improved system bi-
ology knowledge (Dahal et al., 2020), drug repurposing and
so on. Each type of omics data is specific to a single “layer” of
biological information such as genomics, epigenomics, tran-
scriptomics, proteomics, metabolomics, and provides a com-
plementary medical perspective of a biological system or an
individual (Misra et al., 2019). In the past, single-omics stud-
ies were done in hope of discovering the causes of pathologies
and helping select an appropriate treatment. We now realize
that such approaches are overly simplistic. Most diseases af-
fect complex molecular pathways where different biological
layers interact with each other. Hence the need for multi-
omics studies that can encompass several layers at once and
draw a more complete picture of a given phenotype (Tian et
al., 2014) With multiple omics, faint patterns in gene expres-
sion data can be reinforced with epigenomics (Zarayeneh et
al., 2017) for example. Complementary information can be
exploited to better explain classification results (Rappoport et
al., 2020), improve prediction performances (Sharifi-Noghabi
etal., 2019), (Tini et al., 2017) or understand complex molec-
ular pathways (Akhmedov et al., 2017) that would be out of
grasp for single-omics studies. However, multi-omics studies
include data that differ in type, scale and distribution, with
often thousands of variables and only few samples. Addi-
tionally, biological datasets are complex, noisy, with poten-
tial errors due to measurement mistakes or unique biological
deviations. Discovering pertinent information and integrating
the omics into a meaningful model is therefore difficult and a
great number of methods and strategies have been developed
in recent years to tackle this challenge (Menyhart & Gyorffy,
2021), (Higdon et al., 2015). If the integration is not done
correctly, adding more omics might not result in a significant

increase of performance, but will increase the complexity of
the problem along with computational time.

2.1. Main integration strategies

From multiple omics datasets, each having the same rows
representing samples (patients, cells) and different columns
representing biological variables grouped by omics (gene ex-
pression, copy number variation, miRNA expression, etc.),
different goals could be achieved such as sample classifica-
tion, disease subtyping, biomarker discovery, etc. Machine
learning (ML) models are commonly used to analyze com-
plex data, but the integration of multiple noisy and highly
dimensional datasets is not straightforward. Hence, multi-
ple integration strategies have been developed, each one of
them having pros and cons. Assuming each dataset has been
pre-processed according to its omics data, the datasets could
simply be assembled with sample wise concatenation and the
resulting matrix used as input to ML models. But in practice,
most ML models will struggle to learn on such a complex
dataset, particularly if the number of samples is low. Other
strategies rely on transforming or mapping the datasets to re-
duce their complexity, either independently or jointly. An op-
posite strategy can also be adopted , which does not combine
data and analyzes each omics dataset separately. The predic-
tion of each model is assembled afterward for a final decision.
Finally, the hierarchical strategy integrates the omics datasets
by taking into account the known regulatory relationships be-
tween omics as presented by the central dogma of molecular
biology (CRICK, 1970).

2.2. Hierarchical integration

A challenge in system biology is to understand the modu-
lar organization structured at the molecular level. A new
trend is to incorporate these regulatory effects in the inte-
gration strategy to better reflect the nature of multidimen-
sional data. Hierarchical strategy bases the multi-omics in-
tegration on the inclusion of the prior knowledge of regula-
tory relationships between the different layers. For example,
a strategy for genotype-phenotype integration based on exist-
ing knowledge of cellular subsystems could follow this logic:
genotypic variations in nucleotides can give rise to change in
gene expression or functional changes in proteins which in
turn could ultimately affect the phenotype. Therefore, hier-
archical integration strategies often use external information
from interaction databases and scientific literature. Moreover,
because omics are organized in sequential fashion, the chal-
lenges of multi-omics integration are not exacerbated and can
be dealt with separately for each dataset. Some methods for
supervised hierarchical integration include Bayesian analysis
of genomics data (iBAG) (Wang et al., 2013), linear regula-
tory modules (LRMs) (Zhu et al., 2016), and Assisted Robust
Marker Identification (ARMI) (Chai et al., 2017), and Robust
Network (Wu et al., 2018). Hierarchical integration meth-
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ods are often designed to study specific regulatory relation-
ships. For example, iBAG has been developed to investigate
associations between epigenetic and gene expression regula-
tion. The framework uses hierarchical modeling to combine
the data from methylation and gene expression to study the
associations with patient survival. Robust Network has de-
veloped an approach for modeling the gene expression (GE)
and copy number variation (CNV) regulation that describe the
dominant cis-acting CNV effects compared to trans-acting
CNVs. This approach could be extended to other regulation
relationships such as gene expression by methylation and mi-
croRNAs. Additionally, hierarchical integration can be used
to infer gene regulatory networks (GRN) from multi-omics
datasets.

3. METHODS
3.1. Notations

We describe the notations used throughout this paper. Let G
denote a matrix of gene expression, G € RV*F where N is
the number of samples and P is the number of genes in mi-
croarray data. The vector of gene expression at the ¢th gene is
denoted as g; € RY, and G_; represents the matrix that con-
tains gene expressions other than gene i, G_; € RV*(P=1),
The matrices of CN'V and DNA methylation data are denoted
as C € RV>*V and D € RV*M  respectively. We suppose
that CNVs or DNA methylations can be annotated to nearby
genes (upstream or downstream of the gene) in the same chro-
mosome. The gene annotations of the CNV and DNA methy-
lation to gene i are represented as the matrices C'(7) € RN *V:
and D; € RN*M: respectively, where V; and M, are the
numbers of CNVs and DNA methylations that are annotated
to gene .

The regulatory relationships between genes are represented
by an adjacency matrix of gene expression B € RP** and
integrative interactions of multi-omics data other than gene
expression are expressed by their own biadjacency matrices.
In MCNET, the interactions of CNVs and DNA methylations
to genes are described as BC' € RV*F and BD € RM*P,
respectively. We assume that there is no self-regulation in the
gene regulatory network, i.e., B;; = 0, wherei = {1, ..., P}.

3.2. Integrative gene regulatory network inference

We propose an Integrative Gene Regulatory Network infer-
ence (MCNET) method that infers a gene regulatory network
from multi-omics data. The current state-of-the-art methods
for integrative gene regulatory network inference using multi-
omics data, such as SGRN (Cai et al., 2013) and DCGRN (D.-
C. Kimetal., 2014a), consider all the types of data as nodes in
networks. In other words, nodes can indicate genes, CNVs, or
DNA methylations. In contrast, MCNET constructs homoge-
neous gene regulatory networks where nodes represent only
genes, which consequently makes it possible to apply most

DM1

G1 CNV2, DM2 (G4

CNV1

@ @

Figure 1. A simple integrative gene regulatory network. The
interaction effects of copy number variation (CNV) and DNA
methylation (DM) are incorporated in the gene regulatory net-
work model

graph algorithms for further analysis. Figure 1 shows a sim-
ple integrative gene regulatory network, where a gene (G1)
regulates another gene (G4) with biological processes of a
CNV (CNV2) and a DNA methylation (DM2). The proposed
method, MCNET, represents integrative gene regulatory net-
works with multi-layered adjacency matrices of the multi-
omics data. It constructs the adjacency matrix of gene expres-
sion and the biadjacency matrices of CNV and DNA methy-
lation. The adjacency matrix of gene expression defines the
basic structure of the transcriptional biological networks, and
the biadjacency matrices of CNV and DNA methylation de-
scribe their integrative interactions on the gene regulations.
For formulating the integration of the heterogeneous data into
a standardised format, MCNET takes into account the inter-
action effects of CNVs and DNA methylations with genes.
The integrative interactions between a gene i and its nearby
CNVs and DNA methylations can be described by Fisher’s
interaction model:

g ®C;, gD )]

where ® is an element-by-element multiplication. It explains
different gene expression levels on the variations of CNVs or
DNA methylations. Thus, the expression of gene ¢ can be rep-
resented by a sparse linear model by incorporating not only
other genes but also interaction effects of its nearby CNVs
and DNA methylations. The gene expression (g;) for gene @
is formulated by:

gi = G_;biy + (C; © gi)bic

+(D; © gi)ba + &, 2
SubjeCt to |bzg| S Cg7 |sz| S Cw |bid| S Cda
where by;, bc;, and bg; are the coefficients of gene expres-
sions other than gene ¢, CNVs, and DNA methylations of
gene i, respectively. | - | is the L-1 norm, and the residual
is denoted as ¢;. The adjacency matrix B of the gene regu-
latory network is comprised of by, (1 < i < P)in (2), ie.,
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B = {bg1,...,bgp}+.
The biadjacency matrices of CNVs BC' and DNA methyla-
tions BD are also constructed by b.; and bg;.

The integrative gene regulatory network can be inferred by
optimizing the parameters of (2). The learning function
F(bgi, bei, ba;) for the optimal parameters is obtained by us-
ing least squares with the sparse setting:

argmin F(b?, b$, bf) =||g; — (G_;b{ + (C(;} ® &) b¢
+(D(i) ® gi) by) |,
+ Ag b+ XS] + Aal B,
3)

where )y, Ac, and \g are hyper-parameters for sparsity regu-
larization, and |-|2 is the L-2 norm. The optimization function
can be considered as the following LASSO problem:

argmin |g; — Xb;|, + A |b] 4)

where X is the augmented matrix, X = {G_;, C(1)®g;, D;®
gi }- However, the number of genes in (P — 1) is much larger
than the number of CNVs (V;) and DNA methylations (M)
associated with gene i. For instance, there are only a couple
of CNVs (C;) or DNA methylations (D;) for a gene in the
psychiatric disorder data that we used for the experiment in
the paper, whereas the number of genes in G_; is in the hun-
dreds even after pre-processing. Thus, the solution of LASSO
may tend to ignore most CNVs and DNA methylations de-
spite their importance. Therefore, we solve the optimization
problem in a stepwise manner. First, we identify significant
genes that interact with gene ¢ from G_; by LASSO:

2
g, — G¥I| +X|b]. (5)

arg min ’
g;

The matrix of G”_; is constructed with the genes with non-
zero coefficients. Secondly, we compute p-values of the vari-
ables in the following linear regression:

_ (big b; by
g, =G_; +(Ci®gi) +(Di®gi) +e&;. (6)

The coefficients of the genes, CNVs, and DNA methylations
with p-values > 0.05 are set to zeros. Then, the coefficients
for genes are assigned to the adjacency matrix, and b.; and
bg; are assigned to the biadjacency matrices of BC and BD
respectively. The procedure is described in Algorithm 1.

Algorithm 1 Algorithm 1
1: Foric{1,...,P}do
2: bgi = LASSO(G — i, gi)

3: Compute the linear regression of (6)

4:
W — b if b is non-zero and p-value(b;?) < 0.05

Y 0  otherwise
5:
b — bg; ifif bf; is non-zero and p-value(bg;) < 0.05

Y 0  otherwise

6:

ifif bglj is non-zero and p-value(bfj) < 0.05
otherwise

d
pd = bij
1] 0

7: Construct B, B¢, and Bp
8: end for

4. SIMULATION STUDIES

We conducted intensive simulation experiments to evaluate
our proposed method and compare the performance with ex-
isting methods. Due to only few available well-known true
models of biological networks, the assessment of gene regula-
tory network inference in complex organisms such as human
is challenging. Thus, the performance was indirectly evalu-
ated with simulation data that implements integrative biolog-
ical networks where the true model is given.

We generated the simulation data under the assumption that
we hypothesised for the integrative gene regulatory networks.
In the simulation studies, we aim to (1) verify that our pro-
posed method produces robust performance to identify the
true models of gene regulatory networks from multi-omics
data, and (2) to compare the performance with current state-
of-the-art methods on the given hypothesis. We carried out
the following three experiments with the simulation data: (1)
Receiver Operating Characteristic (ROC) curve, (2) sensitiv-
ity, and (3) false discovery rate.

4.1. Simulation settings

In the integrative gene regulatory network model, gene ex-
pression can be represented by two components: (1) gene ex-
pression regulated by other genes (G4) and (2) interactions of
CNVs and DNA methylations (G;), as shown in (2):

G=G,+G; 7
where

Gy =G_ibiyy, G;=(Cpy ®8gi)bic + (Dyiy ® gi)bia-
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First, G, was generated by the given adjacency matrix Z:

G,=E(I-27Z)! 8)

Where I € RV*P is an identity matrix, and E € RNVN*P ig
a matrix with normally distributed random values for noise,
E ~ N(0,0.01). The adjacency matrix Z is a sparse acyclic
graph without self-loop.

The CNV data (C € RV*P) was implemented by taking
the values {0, 1,2, 3,4} with the corresponding probabilities
{0.01,0.02,0.4,0.2,0.1}. The given probabilities were di-
rectly acquired from CNV of human brain data. The DNA
methylation (D € RY*M) was randomly obtained by the
uniform distribution on the interval [0, 1]. In practice, CNVs
and DNA methylations were annotated to nearby genes by
using their loci and gene regions. We designated the associa-
tions by sparse Boolean mapping matrices W € RY*” and
F € RM*P for CNVs and DNA methylations, where only a
couple of CNVs and DNA methylations can be annotated to a
gene. In this simulation data, we assume that all of the CNVs
and DNA methylations nearby a gene significantly regulate
the gene expression.

The gene expression regulated by the interactions of CNVs
and DNA methylations was generated by:

G, =CW®G+DF®G, (9) 9)

The gene expression controls the gene expression levels of
other genes with the interaction effects of multi-omics data in
gene regulatory networks. Therefore, we repeated Equation
(8) and Equation (9) until G converges. Note that Z, W,
and F are the (bi)adjacency matrices of ground truth in the
simulation studies. The algorithm is described in Algorithm
2.

Algorithm 2 Algorithm 2
1:G=E(I-2)"!
2. do

3. G=(E+CWeG+DFG)(I-2)"!
4. while G converges

We considered a LASSO-based GRN method (GRN) as base-
line and DCGRN (D.-C. Kim et al., 2014b) which is an inte-
grative gene regulatory network inference method that uses
multi-omics data. GRN infers the gene regulatory relation-
ship on gene i with LASSO regularisation:

gi = G "by + €, subjectto |by| < C,  (10)
GRN identifies significant gene regulations by LASSO solu-
tion, but it considers only gene expression data for the

network inference. In contrast, DCGRN incorporates multi-

omics data of CN'Vs and DNA methylations in the model:

subject to [by;| < Cy,  |bie| < Ce, and  |big] < Cy.

(11

4.2. Experimental results with simulation data

First, we evaluated the performance by computing the area
under the receiver operating characteristic curve

(AUROC). The confusion matrix of true positive (TP), false
positive (FP), true negative (TN), and false negative (FN) is
defined as:

e TP: correctly identified the positive gene regulations as
non-zero coefficients,

* FP: incorrectly identified the positive gene regulations as
zero coefficients,

* TN: correctly identified the negative gene regulations as
zero coefficients,

e FN: incorrectly identified the negative gene regulations
as non-zero coefficients.

The non-zero coefficients of by;, bg;, and b.; were considered
as positives, while the coefficients of zero were negatives.
The confusion matrices for gene regulations and integrative
interactions of CNVs and DNA methylations were separately
computed.

The ROC curves were traced over different thresholds to ex-
amine the trade-off between

True Positive Rate (TPR = TP/(TP+FN)) and False Positive
Rate (FPR = FP/(FP+TN)). The hyper-parameters (\g, Ac,
and )\y) in (3) determine the sparsity of significant compo-
nents with non-zero coefficients in the multi-omics data. Note
that all of the coefficients are non-zero when the parameter is
zero, while all coefficient values become zero when an in-
finite value is given for the parameter. We considered the
sparsity step (1 < 6 < P + V + M) that determines the
hyper-parameters in the LASSO solution. In this simulation
study for the ROC curves, only the coefficient values were
considered to determine the positive interactions, where p-
values were not computed.

GRN computes only a confusion matrix for gene regulations,
while DCGRN and MCNET have confusion matrices for
CNVs and DNA methylations as well as gene expression.
Therefore, overall ROC curves were considered, where only
the confusion matrix of gene regulation was reflected on GRN,
while the three confusion matrices were combined to com-
pute ROC curves in DCGRN and MCNET. The overall ROC
curves are illustrated in Figure 2, and AUROC is shown in
Table 1. The experimental result of the overall AUROC sup-
ports that MCNET (0.938) provides better performance than
GRN (0.895) and DCGRN (0.843).
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Figure 2. Overall ROC curves

Table 1. AUROC with simulation data

Methods GRN DCGRN MCNET
AUROC 0.895 0.843 0.938

TPRs on interactions of the CNVs and DNA methylations
were measured for DCGRN and MCNET. Since the simu-
lation data does not include negatives on CNVs and DNA
methylations, we examined how well the methods identify
the true positives. The TPRs are shown in Figure 3, where
MCNET outperforms DCGRN in identifying true integrative
interactions of CN'Vs and DNA methylations.

Secondly, we measured the overall sensitivity which is the
probability of identifying the true positives. In this simulation
study, the hyper-parameters were optimised by 10-fold cross-
validation. The multi-omics elements with non-zero coeffi-
cients and whose p-values are less than 0.05 are considered
as positives. The overall sensitivity is depicted in Figure 4.
MCNET produced the best sensitivity (0.300 + 0.034), while
GRN and DCGRN showed 0.199 + 0.030 and 0.269 + 0.035
respectively. The sensitivities of CNVs and DNA methyla-
tions on MCNET and DCGRN are shown in Figure 5. The
sensitivities for MCNET and DCGRN were 0.102 + 0.035
and 0.054 £ 0.030, respectively.

Lastly, we conducted the simulation study for False Discov-
ery Rate (FDR). In this study, we generated simulation data
that had no gene-gene regulation in the biological network.
All positive predictions inferred by the methods were false
positives, as the true adjacency matrix consisted entirely of
zeros. FDR was computed as FP/(TP + FP). The FDRs of
GRN, DCGRN, and MCNET, which were observed in Fig-
ure 6, were all less than 0.02. Specifically, the FDRs were
0.019 = 0.003, 0.019 £ 0.003, and 0.019 + 0.003 for GRN,
DCGRN, and MCNET, respectively. These results indicate
that MCNET had a chance of misidentifying interactions of
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Figure 3. TPRs for interaction effects of CNVs and DNA
methylations
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5. CONCLUSION

The promise of deep learning, based on its success in other
fields (Krizhevsky et al., 2017), is now also being seen across
many different areas of biological network analysis. The meth-
ods we reviewed reported to consistently match or beat previ-
ous state-of-the-art methods using classical machine learning
algorithms, providing evidence of one of deep learning’s core
advantages: its strong empirical classification performance.
Another advantage of deep learning is its ability to effec-
tively deal with large datasets , which can be challenging
for classical machine learning methods (Zhou et al., 2017)
Although the training process of deep learning models with
huge amounts of data is a non-trivial task, the advances in
parallel and distributed computing have made training these
large deep learning models possible (Dean et al., 2012; Le-
Cun et al., 2015). The large number of matrix multiplica-
tions, high memory requirements and easy parallelizability
of neural networks have been particularly well served by the
recent breakthroughs in GPU computing (?). Finally, given
that deep learning is a learning approach based on a hierar-
chy of non-linear functions, it is capable of detecting pat-
terns in the raw data without explicit feature engineering.
While it is not the only method that can handle non-linear re-


https://doi.org/10.1101/2023.05.29.23290691

medRXxiv preprint doi: https://doi.org/10.1101/2023.05.29.23290691; this version posted June 5, 2023. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
All rights reserved. No reuse allowed without permission.

INTERNATIONAL JOURNAL OF PROGNOSTICS AND HEALTH MANAGEMENT

o 1

0.15
Il
0.15
L

o

o
o

—
]
. [
]
=1 —
]
—

T
DCGRN

0.10
1

Sensitivity on CNV
05 0.10 -

1
Sensitivity on DM

1
}--

0

. - .
MCNET DCGRN MCNET

Figure 5. Sensitivity on copy number variations and DNA
methylations

A [—
= ] ] ]
d ] (] ]
] (] ]
] 1
r & i
‘Sl
L o
0 i ! '
a ' - ;
= —_ . gl
| T T
GRN DCGRN MCNET

Figure 6. False discovery rate

lationships, the composition of many simple, non-linear lay-
ers makes it particularly adept at learning patterns at differ-
ent layers of abstraction (LeCun et al., 2015), enabling more
complex patterns to be detected. While deep learning meth-
ods are very promising, there are limitations and many open
questions to be solved. One of the main problems with deep
learning is its lack of interpretability. While there has been
some recent progress in this area (Ching et al., 2018; Li et al.,
2019), the black box nature of deep learning algorithms re-
mains a key challenge, particularly in bioinformatics, where
one is interested in understanding the mechanisms underlying
the biological processes (Miotto et al., 2018; Zampieri et al.,
2019). Additionally, interpretability is critical in the context
of models that guide medical decisions, where doctors and
patients are often unlikely to trust the output of a deep learn-
ing model without sufficient understanding of the prediction
process (Ching et al., 2018).

Multi-omics data can be used in modeling gene regulatory
networks. The recent rapid advances of high-throughput omics
technologies have triggered the integrative multi-omics study
for the in-depth understanding of the complex biological pro-
cesses. However, only a few studies have considered the
multi-omics data in gene regulatory network inference.

In this paper, we proposed an integrative gene regulatory net-
work inference method, where multi-omics data and their in-

teraction effects are integrated in the mathematical graph
model. Our proposed method, MCNET, can infer gene reg-
ulatory networks from multi-omics data of CNVs and DNA
methylations as well as gene expression data, and produce
the homogeneous network where nodes are only genes. It en-
ables one to analyse the gene regulatory network with most
network analysis and visualisation tools efficiently. The in-
ference capability of MCNET was assessed by the intensive
experiments with simulation data. MCNET was applied to
human brain data of psychiatric disorders, and the biological
network of psychiatric disorders was analysed.
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