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ABSTRACT

This study focuses on data-related aspects and emphasizes the importance of producing a data man-
agement plan (DMP) to address the challenges specific to the collection, processing, storage, secu-
rity, documentation, sharing, and distribution of data in research projects in the healthcare sector. It
provides an overview of the DMP and offers guidelines for creating an effective plan that incorpo-
rates the FAIR principles. Additionally, the study outlines the main aspects of data management in
the healthcare domain and analyzes several security issues, such as cryptography, biometrics, and
digital watermarking, that should be considered for healthcare data. A systematic review of the liter-
ature is performed to explore the critical aspects of data management and identify emerging trends,
challenges, and innovative solutions that can be incorporated into DMPs. Part of the analysis of this
survey was performed with the InstructGPT language model.
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1 Introduction

One of the most critical issues that need to be addressed during the lifetime of a research project is related to data
management. For example, aspects related to the storage and distribution of data must be treated systematically, and
documenting how the data was generated, processed, and shared should be carefully considered, as one of the main
objectives of the research activity is to disseminate the results as widely as possible.

Moreover, an essential aspect of data management is related to its security. Researchers need to be confident that
the data they are working with is securely stored and that confidential information is protected and cannot be altered,
destroyed, or otherwise compromised. Last but not least, the specific requirements of funding organizations should be
taken into account, as well as the legal provisions related to data privacy.

In typical research projects, it is necessary to address these issues by producing and using a data management plan
(DMP) that specifies how these data-related activities should be carried out (i.e., to describe how data will be generated
(including tools and methods used), how it will be stored, presenting both data sharing and distribution (addressing
licensing arrangements), and ensuring its security, confidentiality, and integrity.

Furthermore, the interdisciplinary nature of healthcare data management requires a good understanding of the different
components involved in building applications and services that handle the generation, processing, analysis, and storage
procedures, the best practices for their implementation and operation, as well as the challenges that could be faced.
Similarly, the rapid advancement of technology and increasing complexity of healthcare data implies a continuous
evaluation and adaptation of data management strategies.

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.
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This study provides a brief description of the DMP, including some guidelines for designing an efficient plan, con-
sidering the FAIR principles related to research data. In order to provide a broader picture of the scope of a DMP,
we present several aspects related to data management in the healthcare domain, emphasizing the issues related to
data security. In addition, a systematic review with the primary aim to explore the critical aspects of data manage-
ment in healthcare domain is performed to identify emerging trends, challenges, and innovative solutions that can be
incorporated into DMPs.

For this task, we have outlined the following objectives, specifically: (a) to understand the role of FAIR principles in
developing an effective DMPs for the healthcare domain; (b) to analyze the security and privacy protection measures
that should be considered for healthcare data; (c) to synthesize the current state of knowledge on DMPs for healthcare
domain and provide recommendation for further research.

Consequently, the research questions to guide the investigation are the following: (a) how do the FAIR principles
contribute to the design of effective DMPs in the healthcare domain? (b) how are address security concerns, such as
data privacy, and access control in DMPs? (c) what are the emerging trends, challenges, and innovations in healthcare
data management?

The paper is structured as follows. Section 2 analyzes the data management plan in the healthcare sector, highlighting
the role of the FAIR principles and reviewing several security aspects. Section 3 describes the materials and methods
used for the systematic literature review, and Section 4 presents the results obtained. The final section provides the
conclusions of the study.

2 Data Management Plan in Healthcare Domain

Data management plans are written documents that accompany research proposals and provide information about the
data used and produced during research activities. DMPs specify where the data will be stored, which licenses and
constraints apply, and who should receive credit for the data. They serve as useful tools to help researchers manage
their data, maintain its quality, and make it accessible and reusable even after the research project has concluded.

Typically, DMPs are required by funding organizations and institutions worldwide, and researchers create them using
checklists and online questionnaires. DMPs offer several potential benefits for different stakeholders involved in
the research process. These benefits extend from funders and legal experts to researchers and publishers, repository
operators, and institutional administrators.

Funders, for instance, benefit from having structured information about who is producing the data and where the data
will be deposited. This information can be provided in the DMP, enabling funders to monitor compliance through
automated processes rather than relying on manual methods. By having easy access to this information, funders can
ensure that researchers are adhering to best practices for data management and sharing. Legal experts can benefit from
relevant DMP content being reused in patent applications. By having access to detailed information about the data and
research methods from the outset of the project, legal experts can identify and address any legal issues that may arise
later on. Researchers benefit from DMPs by enabling connections with experts throughout the research project for data
management advice and support. DMPs can also serve as an important source of information on experiment design
and implementation, providing a comprehensive record of the research process. Publishers can use DMPs to generate
automatic data availability statements and properly link and cite articles, datasets, and other outputs. By having access
to this information, publishers can ensure that data is properly credited and that articles and datasets are linked in a
way that enables maximum visibility and impact. Repository operators benefit from DMPs by receiving information
about costs, licenses, metadata requirements, and other important details related to data management and operations.
This enables better planning for capacity and facilitates data preservation. Finally, institutional administrators can get a
holistic view of the data used, processed, and created within the institution. This helps in better planning of resources
needed to support data management infrastructure. By having a comprehensive understanding of research activity
across the institution, administrators can identify areas of strength and weakness and allocate resources accordingly.

Efficient management of data requires accurate information across a variety of areas, including technical details,
formats, infrastructure, and legal and ethical considerations surrounding data collection and reuse. Developing a DMP
should be a collaborative effort involving stakeholders with expertise in their domains and adjacent areas of the data
management ecosystem. By doing so, the right information can be provided and acted upon by others.

Certain information needed for a DMP may already exist electronically, and it would be beneficial to retrieve this
information from appropriate sources after checking for consistency and quality assurance. To accomplish this, it
is necessary to integrate systems and allow stakeholders to expose services that automate tasks, such as gathering
administrative data, like affiliation, grant number, and contact information, from institutional databases such as Current


https://doi.org/10.1101/2023.04.21.23288932
http://creativecommons.org/licenses/by/4.0/

medRxiv preprint doi: https://doi.org/10.1101/2023.04.21.23288932; this version posted April 25, 2023. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
It is made available under a CC-BY 4.0 International license .

PREPRINT

Research Information Systems (CRIS) or Research Information Management (RIM) systems, to pre-fill the DMP
(Miksa et al., 2019).

To create an effective plan, it is important to provide adequate information about the data that will be collected. The
most important aspects include:

» Types: Different types of data could be collected, such as text, spreadsheets, software, images, audio files,
and patient records.

* Sources: Data may come from human observation, laboratory and field instruments, experiments, simula-
tions, and other studies. It’s important to clarify whether the data is proprietary, subject to restrictions, or
related to human subjects.

* Volume: The total amount of data and number of files to be collected can impact data management activities.

* Data and file formats: It’s crucial to choose formats that are non-proprietary, based on open standards, and
widely used in the scientific community. Comma Separated Values (CSV) is preferred over Excel (.xIs, xIsx).
Uncompressed, unencrypted data stored using standard character encodings such as UTF-16 are more likely
to remain accessible in the long term.

In some cases, it may not be possible to determine the exact types, sources, volume, and formats of data in advance,
and the plan should be updated iteratively. Therefore, it is recommended to treat the DMP as a dynamic document that
should be reviewed and updated frequently, ideally on a quarterly basis. Assigning a team member to revise the plan
and keeping track of changes in a revision history can help to ensure that the plan stays up-to-date and reflects any
new protocols or policies.

Accordingly, the metadata would need to include additional information such as the time of creation, the purpose of
the data, the person responsible for it, and its previous usage (including who used it, why, how, and when). Having
this metadata would enable data analysts to reproduce previous experiments and assist in future scientific studies.

A thorough data management plan (DMP) clearly outlines the duties and obligations of all individuals and organi-
zations involved in the project (Michener, 2015). These responsibilities may include collecting, entering, quality
checking, creating and managing metadata, backing up, preparing and submitting data to an archive, and administer-
ing systems.

To illustrate these aspects, we conducted a survey on a set of DMPs that were created within the context of research
projects in the healthcare sector. In this regard, we identified the elements relevant to the implementation of FAIR
principles, as well as the approach taken towards addressing issues related to data security and privacy. The results are
presented in Table 1.

Table 1: A brief survey on the usage of DMPs in healthcare-related re-
search projects

Reference | Purpose of the project Aspects related to FAIR | Aspects related to cyberse-
principles curity

Valle et al. | The CrowdHEALTH project aims | Due to the use of a large num- | A question about data secu-

(2017) to integrate diverse information | ber of heterogeneous data | rity was also introduced in

about a person’s health status from
multiple sources to support the def-
inition and implementation of pub-
lic health policies.

sources, which need to be in-
teroperable, and due to confi-
dentiality constraints of most
data sets, it was found that
the FAIR model is not suit-
able for collecting informa-
tion. However, a question-
naire was designed to col-
lect information on the use of
FAIR principles by a number
of pilot sites participating in
the project.

the questionnaire for collect-
ing information from pilot
sites.
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Reference | Purpose of the project Aspects related to FAIR | Aspects related to cyberse-
principles curity
Ambrosini | The DECI project aims to improve | FAIR principles are not ex- | Data security issues include
et al. | the quality of life of older people | plicitly mentioned, but sev- | mentioning specific regula-
(2018) affected by Cognitive Impairment | eral aspects related to data | tions and directives that will
(CD by adopting a healthy and in- | sharing, metadata usage, and | be followed.
dependent lifestyle. long-term data archiving are
highlighted.
Nolle et al. | The ConcePTION project aims to | The DMP document states | Aspects related to personal
(2020) create an ecosystem for generating | that it follows FAIR princi- | data protection are described,
and distributing information about | ples but does not explicitly | with directives and regula-
the effects of medications or treat- | detail this. tions to be followed pro-
ments during pregnancy or breast- vided. Technical details are
feeding. This is intended to be done not specified.
in a systematic and efficient man-
ner by using a network of health-
care service providers.
Bacles The GERONTE project aimed to | FAIR principles are detailed | Data security issues are pre-
et al. | improve the quality of life for older | extensively, including meta- | sented in general terms.
(2021) people, while also reducing health- | data usage, repository usage
care costs by designing and imple- | (e.g., ZENODO), interoper-
menting a patient-centered holistic | ability, and data reusability.
system for managing information
about a person’s health status.
Rodriguez | The ODIN project aimed to im- | FAIR principles are detailed | Aspects related to data in-
and Miteva | plement an open digital platform | extensively, following the | tegrity and confidentiality
(2021) based on technologies such as | guidance of “Guidelines on | protection are extensively
robotics, Internet of Things (IoT), | FAIR Data Management in | presented, specifying that
and Al, dedicated to hospitals. Horizon 2020”. DOI usage is | security measures should
encouraged. include at least elements
such as pseudonymization,
encryption, and strict access
role distribution. The role of
the Data Protection Officer
(DPO) is also detailed.
Bellika PraksisNett, or The Norwegian | There is no reference to the | Data security aspects are pre-
(2021) Primary Care Research Network, | use of FAIR principles, but | sented briefly, to be detailed
serves as a research infrastructure | aspects related to data shar- | later, or other documents are
that facilitates the enrollment of | ing are done according to | referred to where such infor-
primary care patients into clinical | GDPR. mation is presented.
trials to improve the quality of pri-
mary care research.

2.1 FAIR Principles

The FAIR Guideline Principles aim to promote transparency, reproducibility, and re-usability of data. The acronym
FAIR stands for Findable, Accessible, Interoperable, and Reusable, and it serves as a guide for data producers and

managers.

In order to adhere to the FAIR principles, data should be findable, which means that it should have a unique and
persistent identifier and richly described metadata that clearly identifies the data they refer to. Additionally, data
should be deposited in a findable repository. Data should also be accessible, which means that it should be identified
using standard and open protocols, and metadata should remain accessible (even if the data no longer exists).

Data should also be interoperable, which means that it should allow for exchange between platforms, be machine-
readable, and refer to other sources of metadata when necessary. The clear identification of data sets is crucial for
data integration. To be effective, these identifiers should be persistent, unique, and compliant with existing standards
within the specific research community. This will ensure that the data set can be easily identified even if the physical
repository or URL changes, which will facilitate data integration within specific infrastructures.
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Lastly, data should be reusable, which means that it should be carefully and completely described, have a clear and
accessible license, and comply with community-driven standards.

2.1.1 Using Persistent Identifiers

FAIR principles underscores the importance of making data easily discoverable and machine-readable to enable auto-
mated attribution.

The first pillar of FAIR is Findable, which involves assigning a persistent identifier (PID) to the data for easy identi-
fication and indexing, allowing resources to be referred to using a single identifier that remains constant even if the
resource’s URL changes. The PIDs should be registered and searchable by search engines (Wood-Charlson et al.,
2022).

In addition, PIDs have various functions and benefits, as they allow for the linking of different research components,
such as physical samples, instruments, organizations, digital objects, and individuals. PIDs also include metadata with
standardized relationship terms that capture the connections between different research products and people.

These linkages can be used to automatically generate network graphs that connect researchers and their work to the
wider publishing landscape. By doing so, researchers can discover connections they may not have been aware of
previously. Most importantly, PIDs and their relationships enable researchers to receive credit for their contributions
at a more detailed level than was previously possible.

One such digital identifier is the Digital Object Identifier (DOI), which not only uniquely identifies an object but also
assigns a URL to the object’s metadata. This allows for increased data interoperability between humans and machines.
By linking the DOI closely to the metadata, it becomes easier to share, discover, and integrate data sets across different
platforms and communities.

2.2 Healthcare Data Security and Privacy

Data management is a critical part of the healthcare domain, involving the collection and management of large volumes
of data from different sources.

Electronic health records (EHRs), medical imaging systems, and laboratory information systems are among the many
means through which data is collected. Secure databases are used to store this data, which should to kept accurate,
complete, and up-to-date, and advanced analytical tools and techniques like data mining, machine learning, and artifi-
cial intelligence are then used to analyze and visualize the data.

Healthcare data comes in different formats, with organized data being structured and easy to manage and analyze,
while unorganized data like handwritten notes and free-text data can be difficult to interpret and use. EHRs provide
healthcare professionals with access to a patient’s entire medical history, reducing the time in obtaining previous test
results and improving care coordination between multiple healthcare providers. EHRs also help identify potential
health risks, reduce medical errors, improve patient safety, empower patients to take an active role in their healthcare,
and streamline administrative tasks, ultimately leading to cost savings.

Medical imaging is a vital part of modern healthcare, with various techniques like CT, MRI, X-ray, ultrasound, and
others used depending on patient needs. The increasing use of medical imaging has led to the development of efficient
systems like PACS, which allow for the storage and convenient access of medical images and reports, making it easier
for healthcare professionals to access the information they need when treating patients.

However, data exchange relies on using structured data to retrieve medical images, which means that the data must
be properly organized and tagged. The use of PACS systems has greatly improved the efficiency of medical imaging,
making it easier for healthcare professionals to access and analyze the images they need to provide the best possible
care for their patients.

In addition to EHRs and medical imaging, electronic medical records (EMRs) and other healthcare data components
like personal health records (PHRs) have the potential to improve the quality, efficiency, and cost-effectiveness of
healthcare while reducing medical errors. Data from various sources such as genomics-driven experiments, and the
internet of things (IoT) can be analyzed to improve patient care, reduce healthcare costs, and improve healthcare
outcomes.

2.2.1 Healthcare Data Preparation and Sharing

The process of preparing data is crucial for accurate predictive models and reliable data mining techniques. Without
proper preparation, processing raw data could require excessive computational resources, which is often not feasible


https://doi.org/10.1101/2023.04.21.23288932
http://creativecommons.org/licenses/by/4.0/

medRxiv preprint doi: https://doi.org/10.1101/2023.04.21.23288932; this version posted April 25, 2023. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
It is made available under a CC-BY 4.0 International license .

PREPRINT

in most cases. Data preparation is composed of two main steps, which are data filtering and data cleaning (El aboudi
and Benhlima, 2018).

Data filtering aims to discard irrelevant data based on a specific criterion. On the other hand, data cleaning involves
various procedures, such as noise reduction, normalization, and managing missing data. Medical records often contain
noisy and missing data, and it is essential to eliminate noisy data and determine the values of missing data. Filling
missing values inaccurately can lead to incorrect results and adversely affect the quality of the predictive model,
therefore handling missing data must be carried out with utmost precision to prevent wrong decisions that may have
serious consequences.

With large datasets, discarding irrelevant information that is not useful based on a defined criterion is necessary to
optimize data processing and analysis. This can be achieved through various techniques such as feature selection,
which selects only the most relevant features, or instance selection, which selects only the most informative instances.

Sharing data can have many benefits for scientific research and society as a whole. However, there are also several
challenges associated with this process (Figueiredo, 2017). These challenges can be categorized into four levels:
ethical/legal, cultural, financial, and technical. One of the primary ethical and legal challenges associated with sharing
clinical trials and patient data is the need to de-identify the data to protect patient privacy.

However, even with de-identification, there is still a risk of re-identification for genomics and other related datasets.
This can have significant implications for the ethical and legal use of this data. To address these challenges, solutions
such as genome donation and open consent, combined with controlled data access and reliable data warehousing
facilities, can help to protect patient privacy and ensure that data sharing is ethical and legal.

2.2.2 Security Aspects Related to Healthcare Data

Smart healthcare systems use technology such as electronic health records (EHRs) and connected medical devices to
improve patient care and outcomes. However, these systems also create new risks and vulnerabilities for sensitive
medical information, including personal identifiable information (PII), health records, and medical images (Singh
etal., 2021).

As a result, protecting the confidentiality, integrity, and availability of medical data is critical to maintaining patients’
trust and complying with legal and ethical obligations. Failure to secure medical data can lead to a range of negative
consequences, including identity theft, medical fraud, and even harm to patients’ health. Therefore, it is essential to
implement robust security measures and standards to safeguard medical data in smart healthcare systems. We review
below several security techniques used for healthcare applications.

2.2.3 Cryptography

Cryptography is a technique that involves converting information into an unreadable cipher, which can only be deci-
phered with a specific key. Cryptographic techniques provide essential security components such as confidentiality,
integrity, and authentication.

For example, confidentiality refers to the protection of sensitive information from unauthorized access, while integrity
ensures that the data is not tampered with or altered. Authentication verifies the identity of the user accessing the data.

Cryptography can be used to encode the data into an unreadable alpha-numeric text. This means that even if an
unauthorized person gains access to the data, they would not be able to read or interpret it without the decryption
key. This is an important feature of cryptography in ensuring the privacy and security of sensitive digital data, such as
medical records.

Two main cryptographic techniques used in practice are asymmetric and symmetric key-based encryption schemes,
which are briefly described below.

Asymmetric encryption uses a public-private key pair to encrypt and decrypt messages. Data encrypted with the public
key can only be decrypted with the corresponding private key. This technique provides a high level of security, but the
maintenance, distribution, and exchange of keys can be challenging.

Symmetric encryption, on the other hand, uses only one key for both encryption and decryption. While this technique
simplifies key management, it faces the challenge of man-in-the-middle attacks, where an attacker intercepts and
modifies the communication between two parties.

In addition to encryption, cryptographic techniques can also use hashing and digital signatures to verify ownership au-
thentication and detect tampering or modifications to medical images. Hashing involves generating a unique identifier
for each image, which can be used to verify ownership and detect any changes to the image. Digital signatures, on the
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other hand, involve using a mathematical algorithm to create a unique digital signature that can only be generated by
the owner of the image.

For instance, Al-Haj et al. (2015) present two algorithms that use cryptography to ensure the confidentiality, authen-
ticity, and integrity of DICOM images. Unlike other cryptographic schemes and the DICOM standard, the proposed
algorithms provide these security features for both the header data and the pixel data of the images. The algorithms
use strong cryptographic functions and symmetric keys, as well as hash codes. These features are implemented in the
algorithms to ensure secure storage and transmission of DICOM images

Another example is a highly robust method for hiding information in images, which was presented by Arunkumar
et al. (2019). This technique uses a combination of Redundant Integer Wavelet Transform (RIWT), Discrete Wavelet
Transforms (DCT), and Singular Value Decomposition (SVD), as well as the logistic chaotic map. By using RIWT,
the proposed method achieves reversibility, shift invariance, and robustness. SVD and DCT are used to achieve a
high level of imperceptibility by embedding data in singular values. The logistic chaotic map is used to encrypt secret
medical images and enhance the robustness of the technique.

2.2.4 Biometrics

Biometrics is a scientific method that uses physical, chemical, or behavioral characteristics to establish an individ-
ual’s identity with a high degree of accuracy and reliability (Jain et al., 2008). Biometric technology has become
an increasingly popular way to verify or identify individuals in various applications such as security, access control,
identification, and authentication.

Through the use of biometric systems that capture and analyze biometric data, unique traits such as fingerprints,
iris texture, facial features, and voice patterns can be used to verify the identity of an individual. This method is
particularly advantageous as biometric traits are difficult to replicate or forge, making it a secure and reliable means
of identification.

A biometric system typically operates in one of two modes: verification mode or identification mode. Verification
mode is used to validate the identity of an individual by comparing their captured biometric information with their
own stored biometric template in the database. On the other hand, identification mode is used to identify an individual
by searching the biometric templates of all users in the database for a match.

For example, Ramli et al. (2016) propose a biometric system that is based on Electrocardiographic (ECG) signals,
which reflect the mechanical movement of the heart. This modality is chosen because it cannot be faked, unlike fin-
gerprints, which can be fooled with fake fingers, and faces, which can be extracted using photos. Voice can also be
conveniently imitated. ECG signals contain unique physiological information that makes them a promising authen-
tication technology. A portable ECG detection kit is developed for data acquisition, and a wearable bracelet is used
for personal system login. Wavelet transform algorithm is used for feature extraction, while Support Vector Machine
(SVM) is employed for the classification process. The prototype has been successfully tested and shows promising
results for authentication purposes.

However, several issues have been identified with biometric-based authentication approaches. These issues include
the need to consider accuracy rate, security, cost, robustness against attacks, computational time, and scalability of the
system during development, which can be challenging for researchers to maintain all of these factors simultaneously.
The security and privacy of biometric templates are also major concerns. Additionally, performance, acceptability, and
circumvention are other important issues to consider for practical biometric systems. Maintaining a large database of
biometric data is also necessary, which can be a significant challenge. Finally, the computational complexity of these
systems is high, which can pose additional difficulties for implementation.

2.2.5 Digital Watermarking

Several authors have developed digital watermarking techniques to provide copyright protection and content authen-
tication for health data (Soni and Kumar, 2020; Kaur et al., 2010; Giakoumaki et al., 2006; Rizzi et al., 2020). This
technique involves inserting various types of medical and patient information into medical images to establish owner-
ship and maintain integrity while preserving the visual quality of the cover data.

Medical image watermarking also offers protection against tampering, access control, non-repudiation, indexing, and
reduces memory and bandwidth requirements. Research has shown that imperceptibility, robustness, and capacity are
fundamental requirements of any watermarking technique.

For instance, iris identification is considered the most reliable form of biometric identification, but the iris images col-
lected for identification purposes can be stored in databases that may be vulnerable to hacking by intruders. To prevent
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these databases from being tampered with by adding watermark text, a hybrid method has been proposed by Mothi
and Karthikeyan (2019) that combines Wavelet Packet Transform (WPT) with cryptography. The proposed approach
uses WPT to segment the iris image and locate the minimum energy band where the watermark text containing the
owner’s personal information is embedded. Once the watermarking is completed, the watermarked image is encrypted
using a cryptographic key, effectively preventing both the image and the watermark text from being tampered with in
an efficient manner.

A robust and secure mechanism is needed to transfer medical images over the internet, and Sharma et al. (2015) have
proposed a method for watermarking which is based on two popular transform domain techniques, discrete wavelet
transforms (DWT) and discrete cosine transform (DCT). During the embedding process, the cover medical image is
divided into two parts, region of interest (ROI) and non-region of interest (NROI).

Multiple watermarks in the form of image and text are embedded into ROI and NROI parts of the same cover me-
dia object, respectively, for identity authentication purposes. To enhance the security of the text watermark, the
Rivest-Shamir-Adleman (RSA) encryption technique is applied before embedding, and the encrypted EPR data is then
embedded into the NROI portion of the cover medical image.

In today’s healthcare systems, medical equipment produces digital images that need to be securely stored and ex-
changed to protect patient privacy and image integrity. Reversible watermarking techniques can be used for this
purpose. To this end, Abd-Eldayem (2013) proposes a security technique based on digital watermarking and encryp-
tion for Digital Imaging and Communications in Medicine (DICOM) to provide patient authentication, information
confidentiality, and integrity using reversible watermarking.

