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74Abstract: An accurate diagnosis of pulmonary hypertension (PH) is crucial to ensure that patients 
75receive timely treatment. One of the used imaging models to detect pulmonary hypertension is the 
76X-ray. Therefore, a new automated PH-type classification model has been presented to depict the 
77separation ability of deep learning for PH types. We retrospectively enrolled 6642 images of patients 
78with PH and the control group. A new X-ray image dataset was collected from a multicentre in this 
79work. A transfer learning-based image classification model has been presented in classifying PH 
80types. Our proposed model was applied to the collected dataset, and this dataset contains six 
81categories (five PH and a non-PH). The presented deep feature engineering (computer vision) model 
82attained 86.14% accuracy on this dataset. According to the extracted ROC curve, the average area 
83under the curve rate has been calculated at 0.945. Therefore, we believe that our proposed model 
84can easily separate PH and non-PH X-ray images.

85Keywords: pulmonary hypertension classification; artificial intelligence; Chest X-Ray.
86

871. Introduction
88An accurate diagnosis of pulmonary hypertension (PH) is crucial to ensure that 

89patients receive timely treatment for a progressive clinical course. [1] Although 
90approaches for precise diagnosis of PH may avoid the development of symptomatic heart 
91failure, a low-cost and non-invasive screening tool does not exist in the clinical setting. As 
92a result, several groups have sought to identify minimally invasive or non-invasive 
93approaches to identifying patients with PH. For example, the American College of Chest 
94Physicians has recommended obtaining a chest X-ray (CXR) in patients suspected of 
95having PH to reveal features supportive of PH diagnosis [2]. However, it is well known 
96that the sensitivity and specificity are low. Currently, the recommended test for screening 
97is echocardiography; however, the test requires intensive training and highly qualified 
98technical staff and is relatively expensive [3]. In addition, although the multi-modality 
99assessment plays a central role in evaluating PH [4], the accessibility of diagnostic 
100modalities is sometimes limited in many remote areas and facilities. 

101Artificial intelligence (AI) has been applied to recognize subtle patterns in digital 
102data in medical fields [5,6]. For example, a family of algorithms has led to state-of-the-art 
103improvements in word recognition, visual object recognition, object detection, etc. [7,8]. 
104Recently, simple digital data (e.g., electrocardiogram) can identify asymptomatic left 
105ventricular dysfunction at baseline and during follow-up using AI [9]. Thus, we 
106hypothesized that the application of AI to the CXR could identify a patient with PH, and 
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107it is possible to determine which group it is in. We created, trained, validated, and then 
108tried AI models to test this hypothesis. 

1092. Materials and Methods
110Study population: We retrospectively enrolled a total of 2005 patients with chest 

111CXR referred to our laboratory to evaluate pulmonary hypertension classification. These 
112consecutive patients had experienced symptoms or signs of pulmonary hypertension in 
113our clinics. In our study, the findings for PH were observed in CXR (1: frontal chest 
114radiograph shows a prominent central pulmonary artery, 2: dilated right interlobar artery, 
115and 3: pruning of peripheral pulmonary vascularity). We excluded patients with 
116pacemakers, scoliosis, infiltrative pneumonia, and electrode attached. The collected 
117dataset comprises 6662 X-ray images with six categories. These categories are given as 
118follows: (1) pulmonary arterial hypertension, (2) pulmonary hypertension due to left heart 
119disease, (3) pulmonary hypertension due to lung disease and hypoxia, (4) chronic 
120thromboembolic pulmonary hypertension, (5) pulmonary hypertension with unclear and 
121multi-factorial mechanism and (6) non-PH. The collected images have been stored in JPG 
122format. The attributes of the images are tabulated in Table 1, which organizes the first five 
123classes from different medical centers. What downloaded the sixth class (healthy class) 
124from Kaggle [10] dataset, and professional cardiologists selected non-PH X-rays images 
125from this dataset [11-12]

126The Institutional Review Board of the Firat University Hospital approved the study 
127protocol. All patients signed informed consent. All methods were by the relevant 
128guidelines and regulations. 

129Table 1. Attributes of the X-Ray image dataset collected.

No Category Number of images
1 Pulmonary arterial hypertension 2563

2 Pulmonary hypertension due to left heart disease 891

3 Pulmonary hypertension due to lung disease and hypoxia 330

4 Chronic thromboembolic pulmonary hypertension 670

5 Pulmonary hypertension with unclear and multi-factorial 
mechanisms

65

6 Non-PH 2145
Total 6642

130
131
132Eyeball assessment. Visual assessments were interpreted by the consensus of 4 

133physicians who were blinded to medical history data using Chest X-ray images based on 
134the radiographic findings of PH: (1) frontal chest radiograph shows a prominent central 
135pulmonary artery, (2) dilated right interlobar artery and (3) pruning of peripheral 
136pulmonary vascularity in the guideline and report [11].

137Import data. Each case contains Chest X-Ray images. We transformed all DICOM 
138images into 512 × 512 resolution portable network graphic images with down-sampling. 
139All data were divided into six groups and were used as training and validation to create 
140a model.

141Deep learning model. The main objective of the proposed model is to extract the 
142most informative features from an X-Ray image with a low time burden. Moreover, patch-
143based in-depth feature extraction methods/deep models, for instance, MLP-mixer [13] or 
144vision transformers (ViT)[14], have high image classification ability. However, these 
145models generate many patches, which increases the time complexity of the models. This 
146work uses a new patch division model to decrease the times' complexity since this model 
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147generates fewer patches to extract features. The pretrained EfficientNetb0 [15] has been 
148utilized as a deep feature generator. EfficientNetb0 was trained using the ImageNet 1K 
149datasets. This dataset contains approximately 1.2 million images with 1000 classes. Two 
150layers of this network (EfficientNetb0) have been used to extract deep features. The 
151features created from each patch have been merged. Therefore, this model is called 
152NPEffNetb0. INCA has been applied to choose the best feature vector automatically. In 
153the classification phase. SVM classifier with a 70:30 split ratio has been used. The visual 
154denotation of the NPEffNetb0 feature extraction-based PH classification model is depicted 
155in Figure 1. 

156

157

158Figure 1. Graph of the presented NPEffNetb0 classification model.

159
160The steps of the presented NPEffNetb0 feature extraction-based PH classification 

161model are:
162Step 1: Resize each image into 224 × 224 sized images. 
163Step 2: Deploy nested patch (NP) division model to extract non-fixed 14 patches. The 

164algorithm of the NP division is given in Algorithm 1. 
165Step 3: Extract features from each patch using fully connected and global average 

166pooling layers of the pretrained EfficientNetb0. 
167Step 4: Merge the generated 14 feature vectors to obtain the final vector. 
168Step 5: Apply INCA [16] to choose the best feature vector. Herein, SVM has been 

169considered an error/misclassification rate. Therefore, in this research, the length of the 
170optimal feature vector is calculated as 829. 
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171Step 6: Classify the chosen 829 features by deploying an SVM [17-18] classifier. The 
172used SVM classifier is called Cubic SVM. The properties of the used Cubic SVM [19] are:

173Kernel function: Polynomial,
174Polynomial order: Three, 
175Kernel scale: Automatic,
176Box constraint level: one,
177Validation: Held-out validation with a split ratio of 70:30. 
178Using X-ray images, these steps define the proposed NPEffNetb0 feature extraction-

179based PH classification model.
180
181

1823. Results

1833.1. Performance evaluation
184We have used some parameters. We have chosen the most used four performance 

185evaluation metrics in this work. These are accuracy (the most preferred performance 
186metric and it shows the prediction performance of the used model), recall (to get class-
187wise/ailment-wise accuracy), precision (it is a critical parameter for biomedical datasets 
188since the precision rate of the accurate predicted/diagnosed and falsely 
189expected/diagnosed) and F1-score (harmonic mean/average of the precision and recall). 
190Therefore, accuracy, recall, precision, and F1-score were considered to evaluate the 
191performance of the proposed approach. The explanations of these metrics are 
192mathematically given in Eqs. 1-4.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 (1)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃 (3)

𝐹1 ― 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
(4)

193
194where TP, TN, FP, and FN are true positives, true negatives, false positives, and false 

195negatives.

1963.2. Experimental Results
197This work applied a new classification model to the collected PH X-ray image dataset. 

198The used dataset was collected from different medical centers in JPG format. Who used 
199MATLAB programming tool to develop the proposed NPEffNetb0. This work 
200implemented a supervised learning application using the used dataset and the presented 
201NPEffNetb0.

202The used dataset contains six classes. Hence, both overall and class-wise results have 
203been calculated in this research. We generated a confusion matrix to calculate these 
204results, and this confusion matrix is depicted in Figure 2. 
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205

206Figure 2. Confusion matrix calculated of the proposed EffNetb0 on the collected X-ray dataset for 
207PH detection.

208By using this confusion matrix (see Figure 2), average precision (AP), unweighted 
209average recall (UAR), and overall F1-score (F1) performances [20-22] have been calculated, 
210and the calculated overall results have been tabulated in Table 2. Class-wise results of the 
211proposed model have been calculated, and the results are denoted in Figure 3. Figure 3 
212demonstrated that the presented NPEffNetb0 feature extraction-based model attained a 
213100% recall value for the sixth class. It is suggested that our model successfully separates 
214X-ray with PH and X-ray with non-PH. The worst recall is attained in the fourth class, and 
215the recall value of this class is equal to 54.50%. Moreover, the Receiver Operating 
216Characteristic (ROC) curve of the calculated result has been demonstrated in Figure 4. 
217According to the extracted ROC curve, the average area under the curve rate has been 
218calculated at 0.945. 

219Table 2. Overall classification performances.

Performance metric Results
AP 86.97

UAR 73.22

F1 78.50

Accuracy 86.14
220
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221

222Figure 3. Class-wise performance metrics of the proposed EffNetb0 feature extraction-based model

223

224Figure 4. ROC curve of the presented model.
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2254. Discussion
226Previously, Chest X-Ray was a simple and economical method available globally. A 

227recent study showed that measurements could identify more subjects suffering from 
228undiagnosed PH [23]. However, the AUC was limited to 0.60–0.62. Moreover, several 
229methods included laboratory data, electrocardiograms, and physical examinations to 
230detect PH [24–27]. In reproducibility, automated assessment is needed to obtain 
231quantitative results without any user interaction, including measurements. Our results 
232demonstrate that it can train an AI model to estimate PH on Chest X-Ray images. We 
233believe this study is a pilot study leaning towards the possibility of applying a DL 
234algorithm in the clinical assessment of pulmonary hypertension. PH type classification is 
235a necessary process for cardiology, and one of the imaging methods for PH is X-ray 
236imaging. This work tested the PH-type classification ability of a deep feature engineering 
237model on an unbalanced X-ray image dataset. The NP model has been used to use the 
238positive effects of patch-based feature extraction. Pretrained EfficientNetb0 was used. To 
239select this function, we evaluated the performances of the eight pre-trained networks. 
240These eight networks (ResNet18 [23] ResNet50 [23], ResNet101 [23], DarkNet19 [24], 
241MobileNetV2 [25], DarkNet53 [24], Xception [26], and EfficientNetb0 [15] were utilized as 
242feature extraction function in our proposed architecture and the calculated classification 
243accuracies have been denoted in Figure 5.

244

245Figure 5. Classification performances (accuracy) of eight pretrained CNNs.
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247As shown in Figure 5, the best-trained CNN [27] is EfficinetNetb0 since it attained 
24886.14% classification accuracy. The second CNN is ResNet50 which yielded 85.29% 
249classification accuracy. Therefore, EfficientNetb0 is selected as this architecture's primary 
250feature extraction function. 

251The salient/essential points of the proposed model are.
252• A novel deep feature engineering model has been presented, and this model 

253attained 86.14% classification accuracy on the collected unbalanced X-ray image dataset.
254• We are the first group to use Chest X-Ray images to classify PH categories. 

255Therefore, we collected a relatively large dataset to test our model in this aspect.
256• By using NP, both positive effects of the patch-based models have been used, 

257and what implemented this process (feature extraction process) with a short execution 
258time?

259• Our proposed NPEffNetb0 feature extraction-based model yielded satisfactory 
260performance for the PH type detection. Furthermore, this model attained recall in some 
261classes (12-14) since this dataset is unbalanced and the used PH type is rarely seen. 

262• Our results suggest that the AI algorithm can obtain new insight using a 
263standard economical method. Furthermore, the first study demonstrates that the AI 
264algorithm adds further information to Chest X-Ray for PH classification. 

265• Comparison with previous analysis. Previously, Chest X-Ray was an 
266economical and straightforward method available globally. Thus, this technique is a 
267helpful tool for checking patients with suspected elevated PAP [28]. In addition, a recent 
268study showed measurements of Chest X-Ray could lead to identifying more subjects 
269suffering from undiagnosed PH [29]. However, the AUC was limited to 0.60–0.62.

270• Moreover, several methods included laboratory data, electrocardiograms, and 
271physical examinations to detect PH [30-33]. In reproducibility, automated assessment is 
272needed to obtain quantitative results without any user interaction, including sizes. Our 
273results demonstrate that it can train an AI model to estimate PH on Chest X-Ray images. 
274We believe this study is a pilot study leaning towards the possibility of applying a DL 
275algorithm in the classification of pulmonary hypertension. 

276• Additional knowledge from artificial intelligence for Chest X-rays. The 
277specific Chest X-Ray characteristics used by the convolutional neural network to classify 
278individuals as having PH are not well known because of a "black box" algorithm. We 
279suspect it is detecting the known Classification of Pulmonary Arterial Hypertension on 
280the Chest X-Ray. According to the results of heat map analysis, AI assessment mainly 
281focused on the heart and lung areas. The AI algorithm might be tracing the process of 
282human knowledge. It may extend the use of AI beyond the capacity of human knowledge 
283in the future. 

284• Clinical implications. Assessment of PH using the AI algorithm is an objective 
285method, and its discrepancy was similar to that of assessment by experts. Chest X-Ray can 
286be used as an inexpensive, standardized, universal test. If many patients can access an 
287inexpensive, reasonable test for PH, individual patients could benefit from early effective 
288therapies. This method may allow us to identify more patients with possible PH in regions 
289lacking sufficient imaging facilities. It is challenging to detect post-capillary PH caused by 
290left heart failure in the clinical setting. On the other hand, early detection of pre-capillary 
291PH is also essential because it is often misdiagnosed, and treatment of pre-capillary PH 
292may differ from post-capillary PH. Future studies involving more significant numbers are 
293required to assess the AI models for the differentiation of pre-and post-capillary PH. 

294• This study, İt tested the AI tool in patients who have already had an 
295echocardiographic study and Chest X-Ray indicating suspected PH. Because it is 
296impossible to use the right heart catheterization for patients without suspected 
297cardiovascular diseases due to ethical issues, thus, we could not claim any value of the AI 
298assessment in screening patients for PH based on clinical signs alone. However, AI 
299assessment may be considered an option to check the necessity. 

300
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301

3025. Conclusions
303Applying AI to the Chest X-Ray (a conventional, universal, low-cost test) is a 

304potential tool to detect PH. A new deep learning model has been presented to classify PH 
305types in this research. A deep transfer learning-based feature engineering model has been 
306proposed in this research. A new non-fixed size patch-based deep feature extractor has 
307been proposed in this work. The pretrained EfficientNetb0 has been applied to each patch 
308and extracted deep features. The proposed AI model is a deep feature engineering model. 
309Therefore, it selected the features generated with an iterative feature selector (INCA), and 
310these features were classified using an SVM classifier. This is the first automated PH 
311detection model using six deep-learning classes. Our model reached 86.97% 
312average/overall precision, 73.22% UAR, 78.50% overall F1-score, and 86.14% classification 
313accuracy for six classes. Moreover, our proposed nested patch division-based model can 
314easily separate healthy, and it attained PH classes since 100% class-wise recall in the 
315healthy (6th) class.

316Our proposed model can separate PH and non-PH X-ray images easily. However, 
317this preliminary work suggests that applying AI to the Chest X-Ray in PH groups has 
318limited performance in some groups. Therefore, we should consider that it is premature 
319to include this technology in the current guidelines.
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