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ABSTRACT 

Using a modified form of the SIR model, we show that, under general conditions, all pandemics 

exhibit certain scaling rules. Using only daily data for symptomatic, confirmed cases, these scaling 

rules can be used to estimate: (i) reff, the effective pandemic R-parameter; (ii) ftot,  the fraction of 

exposed individuals that were infected (symptomatic and asymptomatic); (iii) Leff, the effective 

latency, the average number of days an infected individual is able to infect others in the pool of 

susceptible individuals; and (iv) , the probability of infection per contact between infected and 

susceptible individuals. We validate the scaling rules using an example and then apply our method 

to estimate reff, ftot, Leff and  for the first phase of the SARS-Cov-2, Covid-19 pandemic for thirty-

four countries where there was a well separated first peak in identified infected daily cases after 

the outbreak of this pandemic in early 2020.  Our results are general and can be applied to any 

pandemic. 

 

INTRODUCTION  

A pandemic occurs when a new pathogen enters a naïve population. The recent SARS-

Cov-2 pandemic was caused by a Coronavirus, one of a family of large, enveloped, single-stranded 

RNA viruses that are widespread in animals and usually cause only mild respiratory illnesses in 

humans [1-5]. In 2003, a new coronavirus emerged, and was named SARS-CoV (Severe Acute 

Respiratory Syndrome – Corona Virus). This virus caused a life-threatening respiratory disease in 

humans, with a fatality rate of almost 10% [6,7].  Unfortunately, after an initial burst of interest in 

development of treatment options, interest in this virus waned. The emergence of the novel 

coronavirus SARS-CoV-2, identified in December 2019 in Wuhan, China, has since caused a 

worldwide pandemic [8-13]. SARS-CoV-2 is the seventh known coronavirus to cause pathology 

in humans [1]. The associated respiratory illness, called COVID-19, ranges in severity from a 

symptomless infection [8], to common-cold like symptoms, to viral pneumonia, organ failure, 

neurological complications, and death [9-11]. While the mortality in SARS-CoV-2 infections is 

lower than in SARS-CoV [9-12], it has more favorable transmission characteristics, a higher 

reproduction number, a long latency period and an asymptomatic infective phase [13]. 

The governments of several countries took significant measures to slow the infection rate 

of Covid-19, such as social distancing, quarantine, identification, tracking and isolation. However, 

there was no uniform policy, some governments reacted later than others, and some (e.g. Sweden) 
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decided to keep the country open, leaving counter-measures up to individuals. A large amount of 

consistent public data is now available on the number of tests performed, the number of confirmed 

infected cases, and the number of deaths in different contexts,  such as locations and health 

conditions [14]. These provide important sources of information for the development and testing 

of models to estimate pandemic characteristics,  guide public policy and assess the efficacy of 

interventions [15].  

It is well known that in most pandemics, confirmed infected cases often seriously 

underestimate the actual number of infections [16,17]: not everyone who is infected is 

symptomatic, and not everyone who dies from the disease has been tested [18]. Even the number 

of reported deaths may be underestimated because of co-mortalities; i.e. COVID-19  increases 

susceptibility to other diseases and conditions [19]. Moreover, the virus can be transmitted by 

asymptomatic individuals, who can comprise a substantial portion of the infected population [20], 

militating against accurate estimates of total infection rates. In this context, as indicated in [21], 

analytical models can provide useful information. 

Dynamical (mechanistic) models have been used for forecasting and for making 

projections. For example,  projections and forecasting models of various types were used as early 

as February 2020 to determine a reproductive number for SARS-CoV-2 [13]. More generally, 

multiple research groups have models to estimate Case Fatality Ratios (CFRs) [22], to forecast and 

project the need for hospital beds  [23] and to project and forecast mortality [24]. Among the many 

applications of models to COVID-19, four variable Susceptible-Exposed-Infective-Recovered 

(SEIR) models have been used to project the impact of social distancing on mortality [25],  three 

variable Susceptible-Infective-Recovered (SIR) models have been used to estimate case fatality 

and recovery ratios early in the pandemic [26], and a time delayed SIR has been used to evaluate 

the effectiveness of suppression strategies [27]. One of the most ambitious dynamical models, 

which includes 8 state variables, and 16 parameters, was fruitfully applied to evaluate intervention 

strategies in Italy, in spite of the fact that parameter identifiability could not be assured [28]. There 

is also some model based evidence that the transmission of the SARS-Cov-2 virus is regulated by 

temperature and humidity [29]. In this paper, we model the Covid-19 pandemic using an extension 

of the SIR model [30], which partitions the population into three compartments: Susceptibles (S), 

Infectious (I) and Removed R. This and other models to study the global spread of diseases have 

been used in a variety of contexts (For some recent reviews, see [31-33]). The SIR model based 

method developed in this paper differentiates itself from earlier studies in that it provides a way to 

make an a-posteriori estimate of several useful epidemiological parameters for any pandemic, 

using only data on confirmed, identified cases.  

The question we ask in this paper is the following: Using only daily recorded case data of 

symptomatic individuals, is it possible to estimate the actual fraction of infected individuals from 

among the pool of susceptible individuals who contributed to the recorded cases in the region from 

which the data was collected? We will show that this question can be answered in the affirmative, 

at least within the context of an extension of the standard epidemiological SIR model [30]. The 

reason this is possible is that in this model there is a connection between the identified daily cases 

and the actual number of individuals who remain infected in the population on that day. We will 

show that this connection leads to general scaling rules for the location of the peak (days from start 

of the pandemic to the peak in daily cases) and the half width at full maximum in identified daily 

cases. We will further show that these scaling rules allow an estimate of an “effective” pandemic 

R-parameter reff, the fraction ftot of exposed individuals who got infected (both symptomatic and 

asymptomatic), the effective latency Leff, the average number of days an infected individual is able 
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to infect others and , the probability of infection per contact between infected and susceptible 

individuals. These results are general and can, in principle, be applied to any pandemic. After 

demonstrating the internal consistency of our approach on model data, we apply our method to 

worldwide daily case data for the first phase of the SARS-Cov-2 (Covid-19) pandemic in 2020 to 

derive estimates of these parameters for a number of countries where there was a well separated 

first peak in identified infected daily cases after the outbreak of this pandemic in early 2020 

We note that our results for ftot represent only the fraction of infected individuals in the 

“exposed population” in a given region – i.e., it only applies to the set of susceptible individuals 

who came into sufficiently close contact with infected individuals for the virus to transmit. This 

value should not be taken to represent the fraction of infected individuals in the population as a 

whole, because our analysis does not include those individuals who were sufficiently isolated in 

some way (e.g., self-quarantined, wore masks etc.), so as to avoid contact with the virus.  

 

METHODS:  The Extended SIR Model 

We assume that each country is a region where a subset of the population consists of 

interacting individuals who are equally susceptible to infection and once infected, are responsible 

for virus transmission. We also assume that there are two types of individuals: those who become 

symptomatic after infection, and those who do not. Daily counts of infected individuals reflect 

only those who become symptomatic. We also assume that identified symptomatic individuals are 

no longer able to infect others because, once identified as infected (possibly after confirmatory 

testing), they would be isolated, confined, or quarantined. On the other hand, asymptomatic 

individuals, being unaware of their infected state, would continue to infect others until they 

become non-infective (cured/recovered). We define the start of the pandemic as the day when the 

number of recorded daily cases begins to rise exponentially towards a well-defined peak (a more 

useful practical definition will be provided later), before decreasing to less than half the peak and 

possibly continuing to decrease further.  

Let L0 be the average number of days an asymptomatic individual is infective and L1 be 

the average number of days a symptomatic individual is infective. An asymptomatic individual 

becomes non-infective (recovered/cured) after an average of L0 days, while a symptomatic 

individual would have symptoms before L0. Consequently, we assume that  L1 < L0.  Let γ1 =
1

L1
 and γ0 =

1

L0
 be the rates at which these two sets of infected individuals leave the infective pool.  

Let α be the probability of infection when an infected individual meets a susceptible (non-infected) 

individual. Under these assumptions, we can write down a simple extension of the SIR model [1] 

for the pandemic dynamics: 

Let  S(t), I(t), R(t) to be the number of Susceptible, Infected and Removed individuals at 

time t, with S(t) + I(t) + R(t) =  N. Here N is the pool of susceptible individuals who were 

exposed to the virus.  At any given time, the I(t) compartment consists of two parts, I0(t) and I1(t) 

where the first is a fraction 1-𝜔 of individuals who remain asymptomatic until they recover and 

the second is a fraction 𝜔 of individuals who become symptomatic, are identified and are no longer 

able to infect others (they move to the “Removed” compartment). Consequently, the R 

compartment consists of two sets of individuals, a set R1(t) derived from I1(t), and a set R0(t) 

derived from I0(t).  The extension of the SIR model that applies in such a situation is defined by 

the equations: 
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dS

dt
=  −(

α

N
)SI         (1) 

dI

dt
=  

dI1

dt
+

dI0

dt
=  (

α

N
) SI − (ωγ1 + (1 − ω)γ0) I =  (

α

N
) SI − γeffI     (2) 

dR

dt
=  

dR1

dt
+

dR0

dt
=  (ωγ1 + (1 − ω)γ0) I = γeffI    (3) 

 

Here  

γeff =  (ωγ1 + (1 − ω)γ0).         (4a) 

 

The quantity  is the probability of infection in a single encounter between an infected and 

susceptible individual. The reciprocal Leff of γeff is the average effective latency, the average 

number of days that an infected individual (symptomatic or not) is infective. Thus,  

 

Leff =  1
γeff

⁄ =
1

ωγ1+(1−ω)γ0
       (4b) 

 

Note that  Leff  can sometimes be estimated from monitoring and testing of individuals. However, 

in the general case, it is quite difficult to estimate because its value depends on the fraction of 

asymptomatic infected cases.   

 

The key quantity in our approach is X(t), the rate at which symptomatic individuals are identified. 

Thus,    

  

X(t) =  
dR1

dt
=  ωγ1I(t).        (5) 

 

For any pandemic, X(t) is the observed daily cases reported from hospitals and testing sites from 

symptomatic and/or tested individuals. The key observation that leads to the results in this paper 

is Eq. 5, which asserts that X(t) is proportional to I(t). This proportionality means that the width 

and location of the peak in X(t) and I(t) are the same. 

 

If we rescale time to τ =  γefft =
t

Leff
  Eq. 1-3 can be rewritten in terms of the fractions                           

s = S/N, i = I/N, r= R/N, r1 = R1/N and x = X/N as follows: 

 
ds(𝜏)

d𝜏
=  − reff s(𝜏)i(𝜏)       (6) 

di(𝜏)

d𝜏
=  reff s(𝜏)i(𝜏) − i (𝜏)         (7) 

dr(𝜏)

d𝜏 
=   i(𝜏)         (8) 

x(𝜏) =  
dr1(𝜏)

d𝜏
=  ωγ1i(𝜏)       (9) 

with reff =  αLeff         (10) 

 

At the start of the pandemic, i.e., at 𝜏=0, both i(𝜏) and x(𝜏) are near zero, since a very small fraction 

of the population is initially infected. It is easy to show that, starting with a small fraction ε of 

infected cases at 𝜏 = 0,  i(𝜏) and x(𝜏) increase exponentially as e(reff−1)τ in the interval 0 < 𝜏 ≤
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log(𝜀)

(1−reff)
 (Appendix A, Eq. A16a,b). Eventually (as we will see in the data and the solution to the 

model equations), both quantities reach a peak when the fraction of susceptible individuals 

decreases sufficiently to slow the growth of the pandemic. Finally, i(𝜏) and x(𝜏) diminish to a value 

near zero when the likelihood of further infections becomes negligible. It is easy to show that for 

a pandemic to take place at all, reff  must exceed unity. In other words, for reff ≤ 1, there is no 

pandemic and s(∞) = 1 (Appendix A (Eq. A8).  Thus, reff is identified as the so called “Pandemic 

R-parameter”, the single parameter that controls the pandemic dynamics in this model.  

 

To facilitate further discussion, we define the following quantities:  

 

(i) LI = LX =  locations of the peaks in I(t) and X(t)  (11a)  

(ii) WI = WX = widths of the peaks in I(t) and X(t)   (11b) 

(iii) HI = maximum value of  I(t)    (11c) 

(iv) HX = maximum value of X(t) = ωγ1HI    (11d) 

(v) ftot =  (1 − S(∞)/N)     (11e) 

 

ftot  is the total fraction of exposed individuals who become infected, including both symptomatic 

and asymptomatic cases. This quantity is generally difficult to estimate. However, as noted, we 

can exploit the fact (Eq. 5 and Eq. 9) that there is a  connection between the time dependence of 

identified symptomatic cases X(t) and x(𝜏), and the time dependence of the total number of cases 

I(t) and i(𝜏), which includes both symptomatic and asymptomatic cases. Specifically, Eq. 5 says 

that the location and widths of the peaks in X(t) and I(t) are the same, and Eq. 9 says that location 

and width of the peaks in x(𝜏) and i(𝜏) are also the same. The key idea of this paper is that this 

fact allows one to relate properties of  X(t) and I(t) (or x(τ) and i(τ)) to estimate reff,  ftot, Leff and α 

using only data for X(t).  

 

RESULTS:  

 

I. Universal Scaling Rules for Pandemics 

Since time t in physical units (seconds, hours, days) is related to dimensionless time 𝜏 by                              

τ =  
t

Leff
, we can relate properties of I(t) and X(t) in Eq. 11 to properties of i(τ), and x(τ). Thus: 

 

(i) LX/Leff =   LI/Leff = locations of the peaks in x(𝜏) and i(𝜏).  (12a) 

(ii) WX/Leff =   WI/Leff = widths of the peaks in x(𝜏) and i(𝜏).  (12b) 

(iii) HI/N = maximum value of i(𝜏)     (12c) 

(iv) HX/N = maximum value of x(𝜏) = ωγ1HI/N   (12d) 

(v) ftot =  (1 − s(∞))      (12e) 

 

In the limit of large N, it is easy to find an exact formula for HI/N (see Eq. A10 and the discussion 

preceding it in Appendix A): 

 
HI

N
=  1 −

[1+log(reff)]

reff
, reff > 1       (13) 
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However, although this is interesting, it is not very useful, because relating this quantity to the 

measurable quantity HX/N requires the values of ω, γ1. On the other hand, the relationships in Eq. 

12a,b and the fact that all the quantities in Eqs. 11 and 12 are controlled by a single parameter reff 

lead to universal scaling rules that can be exploited to estimate ftot, reff, Leff and α using only data 

for X(t). The simplest way to do this is to note that the ratio LX/WX is independent of Leff and can 

be estimated from the measured daily cases X(t). Figures 1a,b show the dependence ftot, reff on 

LX/WX  (data in Supplementary Table 1). These results were obtained by numerically solving Eq. 

6-8 using the stiff ODE solver ode15s in Matlab for reff in the range 0.5-6.5.  Once reff  (or ftot) is 

known, Leff  can be estimated from the functional dependence of LX/Leff and WX/Leff on these 

quantities (Figure 1 c-f, data in Supplementary Table 1,).  

 Figure 1a-f and the data in Supplementary Table 1 are the main results of this paper. Within 

the limits of the SIR model, these results are universal and apply to any pandemic. For any 

pandemic, once LX and WX are estimated from data for X(t) in a given region, these data can be 

used to estimate pandemic parameters.  

 

II. Inferring ftot, reff,  Leff and  using only data for X(t) 

 

Appendix B shows an example of the use of the data in Figure 1 and Supplementary Table 1 to 

estimate ftot, reff, and Leff and 𝛼 from LX and WX for one specific set of test parameters used to 

generate numerical solution of Eq. 1-5. For use in general, we used a minimization procedure that 

generates initial estimates of ftot and reff using the experimental value ye = LX/WX from the time 

dependence of X(t). The data in Figure 1b (and Supplementary Table 1) was then used to make an 

initial estimate r0
eff for reff which was iteratively improved by choosing nearby values of reff to 

solve Eq. 6-9, compute  y(reff) = LX(reff) /WX(reff) and minimize (ye – y(reff))2 as a function of reff. 

 

III. Application to data for the SARS-CoV-2/Covid-19 pandemic:  

Worldwide data for confirmed Covid-19 cases and deaths from January 3, 2020 was 

downloaded from the World Health Organization (WHO) website: https://covid19.who.int/data 

(Supplementary Table 2). This data estimates the function X(t) in our analysis. Before performing 

any analysis, the data for daily cases was averaged over eleven days to reduce noise. Averaging 

over seven or three days did not change the results given below. 

Our model assumes that there was a single circulating strain of the virus that infected a 

homogeneous set of individuals in a given region who were equally susceptible to infection 

(uniform immune response). The model also assumes that exposed individuals observed the same 

rules regarding the use of masks/isolation/quarantine, there was no significant variation in 

population density among them, little variation in their movements, and equal vaccination status. 

Symptomatic cases were equally likely to be identified across the region, and consistently obeyed 

(or disobeyed) rules regarding quarantine, testing, etc.  Since we cannot correct for these effects 

in this paper, we present the results only as proof of concept, and apply our method only to the 

first wave of the Covid-19 pandemic. For this first wave of the pandemic, the world population 

was naïve to the virus (no immunity) so that everyone was susceptible. Moreover, at least some of 

the other assumptions of the model did apply in some countries, such as homogeneity of response, 

lack of vaccines resulting in no innate immunity, standard medical protocols (and in some cases 

testing for viral RNA) used in identifying cases, and a single circulating strain of the virus.  

We also apply the model only to countries where the data showed a clear exponential rise 

from a few cases followed by a clear peak in daily cases with a measurable half width at full 
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maximum for the first phase of the pandemic, which took place in most countries between January 

1, 2020, and August 31, 2020. We also require that this initial peak not overlap with subsequent 

peaks. Thirty-four countries satisfied these conditions. For these, the values of LX and WX were 

determined for the first peak in daily cases and ftot, reff, Leff and α were estimated as described 

below and in Appendix B.  

The results from solving Eqs. 6-9 generates values for x() (Eq. 9) as a function of  for 

each value of reff. The peak in x() as a function of  from this solution was mapped to the actual 

data by scaling it to match the observed peak in the measured X(t) for each country. The scaling 

from  → t was performed by making a linear map of the location of the positions of the half width 

of the maximum in x() (as a function of ) to the positions of these locations in real time t (in 

days) in the measured function X(t) for each country. Note that the scaling required for this 

mapping provides an independent estimate of Leff which, in all cases reported here, agreed with 

the estimate of Leff directly from the data in Supplementary Table 1 (Figs 1a-f ). Errors in the 

parameters were determined by varying LX and WX by +/- 1 and recomputing them as described 

above. To identify the “start” date of the pandemic, which affects the estimate of LX, we used the 

procedure described in Appendix B and which was also used in generating the data in 

Supplementary Table 1: The start date was chosen as the day when the measured daily cases 

numbered approximately 1% of the peak. We also checked that in the days following this start 

date, the daily cases fit well to an exponential function, as would be expected at the start of a 

pandemic (Appendix A).  

The results for reff, ftot, Leff and  for six countries which had reff varying from 1.23 to 6.04  

are shown in Figure 2 a-f. The results for the thirty-four countries where we could apply our 

methods are given in Table 1. Supplementary Figures 1 show plot of the data for X(t) and the fits. 

Also shown in the plots are the location of the start day (caseload = 1% of  peak), the location of 

the peak and of the half width at full maximum as well as the inferred values of LX, WX and HX 

for each country. Some notable exclusions in the list of countries are the United States, the Russian 

Federation, Canada, India, and Pakistan. The reason for this is that these countries (and others) 

either had very broad first peaks or had multiple subpeaks within the first peak, making estimates 

of LX and WX problematic. This is presumably because they cannot be considered homogeneous 

for a variety of reasons, the most important likely being non-uniform response from authorities 

regarding the use of masks and variable rules across the country regarding movement of people, 

quarantine etc. In cases such as the United States and Canada, where the response from the 

authorities was state or province specific, it should be possible to do a state-by-state or province-

by-province analysis. We plan to analyze data for the United States and Canada (and possibly other 

countries) where such compartmentalization is possible in a subsequent paper.  

 

DISCUSSION:  

In this paper we have developed a method, applicable to any pandemic, to identify the fraction of 

infected individuals from among the pool of interacting susceptible individuals in a given region, 

using a simple extension of the epidemiological SIR model [30]. We show that in this model, there 

is a universal scaling function that relates the ratio of the location LX, and the width WX of the 

peak in daily identified cases X(t) to the effective Pandemic R-parameter reff  and the  fraction ftot 

of infected exposed individuals (including both symptomatic and asymptomatic infected 

individuals) (see Figure 1 and Supplementary Table 1). This in turn allows an estimate of the 

effective latency Leff (average number of days an infected individual is able to infect others) and 

the infection probability α of transmission from an infected individual to a susceptible individual 
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in a single encounter (see Appendix B for details). Within the limits of the SIR model, our results 

are general and apply to any pandemic. We apply our method to worldwide country specific data 

to find reff, ftot, Leff and α for the first phase (first peak in daily cases) for the SARS-COV-2 

pandemic for thirty-four countries which had a clear, well separated peak in daily cases (Table 1, 

Figure 2, Supplementary Figure 2). 

 It is important to note that our result for ftot represents only the fraction of infected 

individuals in the “exposed population” in a given region – i.e., it only applies to the set of 

susceptible individuals who came into sufficiently close contact with infected individuals for the 

virus to transmit. This value should not be taken to represent the fraction of infected individuals 

in the population as a whole, because our analysis does not include those individuals who were 

sufficiently isolated in some way (e.g., self-quarantined, wore masks etc.), so as to avoid any 

contact with the virus. 

 With this caveat in mind, we note that our results suggest that in the SARS-COV-2 

pandemic, the fraction of infected individuals who were exposed to the virus was very high in most 

countries that met our analysis criteria, suggesting that in its early stages, when countries did not 

impose quarantines and the use of masks was limited, this virus was highly effective in 

transmission. In some of the developed countries, our results suggest that almost all exposed 

individuals were infected in the first phase of the pandemic (Table 1). The only countries where 

ftot was less than 0.5 were those with a low population density (Australia), low mobility rates of  

citizens (Afghanistan) or where the use of masks was common, even in the absence of a pandemic 

(Japan).   

 Several countries, notably the United States, Canada, The Russian Federation, India, and 

Pakistan did not meet our criterion of a clear, well separated first peak in daily cases in 2020. This 

is most likely due to the fact that they cannot be thought of as homogeneous in the sense of response 

from local authorities regarding the use of masks, quarantine etc. In the United States for example, 

the response was state specific. Wherever reliable data is available, we plan to apply our model to 

these countries by stratifying them into appropriate compartments with uniform rules of 

containment of the virus from local authorities.  

 Our method can also be applied to subsequent recurrences of the SARS-COV-2 virus 

(second, third, fourth peaks in daily cases), as the virus evolved into less virulent and more 

infective strains. Comparing changes in the inferred parameters across countries would  provide a 

country specific overall estimate of preventive measures, such as the effectiveness/efficacy of 

vaccination, changes in behavior (mask use, testing/quarantine, work-from-home, social 

distancing, travel restrictions) etc. Our method can, in principle, also be applied to other viral 

pandemics, such as the SARS-COV pandemic of 2003, and Influenza pandemics of the past, such 

as the H1N1 Spanish Flu pandemic of 1918-19 which recurred in 1950 and 1977, the H2N2 Asian 

Flu pandemic of 1957, the H3N2 Hongkong pandemic of 1968 and the more deadly H5N1 East 

Asian pandemic of 1997.  

 

Data and Software Availability: The data and Matlab codes used in this paper are available on 

request to gyanbhanot@gmail.com. The data used to fit the model to actual pandemic data is in 

Supplementary Table 1. The World Health Organization country specific data we used for the 

SARS-CoV-2 pandemic is in Supplementary Table 2. The data in Supplementary Figures and 

Tables is available online at:  

https://drive.google.com/file/d/1P6emrvTBMC0uo-dD6I21U2_iv1tjK2hS/view?usp=sharing 
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Figure and Table Captions: 

 

Figure 1: (a,b): Universal scaling curves in the SIR model for ffot and reff as functions of the ratio 

LX/WX, where LX is the number of days from the start of the pandemic to the location of the peak 

in daily observed cases X(t) (Eq. 5) and WX is the width of that peak. Note that these functions are 

independent of Leff and apply to any pandemic. These can be used to find ftot and reff using the ratio 

LX/WX from data for X(t). (c-f): Universal scaling curves in the SIR model for LX/Leff and WX/Leff 

as functions of ffot and reff. LX and WX are the location and width of the peak in daily observed 

cases X(t) (Eq. 5). These data can be used to estimate Leff once reff and ftot are estimated using 

Figure 1 (a,b) (data in Supplementary Table 1). Note that these functions are universal and apply 

to any pandemic.  

 

Figure 2 a-f: Fits of our model to data for X(t) from the World Health Organization website 

https://covid19.who.int/data for six of the thirty-four countries for which analysis was possible. 

These fits were made by using the data in Supplementary Table 1 to find reff from the ratio LX/WX 

measured from the data followed by rescaling the time axis by mapping the locations of the half 

width at full maximum for x(𝜏) as a function of scaled time 𝜏 to the location of the half width at 

full maximum in X(t) from the data for real time t (details in the text). The red dots are the data 

averaged over eleven days and the blue curve is the fit obtained. The locations of the “start” of the 

pandemic (daily cases = 1% of peak) and of the maximum are shown as a yellow circle and a blue 

mark on the time axis respectively. The green dots are the location of the half maximum. The 

values of the fitted parameters are shown in the text above each plot. 
 

Table 1: Results for reff, ftot, Leff and  (Columns O, Q, S, U) from applying our methods to analyse 

WHO data (https://covid19.who.int/data ) for the first peak in X(t) (daily identified cases) for 

thirty-four countries, which had a clear, well separated peak in X(t) starting January 3, 2020.  

 

Supplementary Figure and Table Captions: 

 

Supplementary Figure 1: Fits of our model to data for X(t) from the World Health Organization 

website https://covid19.who.int/data for thirty-four countries for which analysis was possible. The 

red dots are the data averaged over eleven days and the blue curve is the fit obtained as described 

in the text. The locations of the “start” of the pandemic (daily cases = 1% of peak) and of the 

maximum are shown as a yellow circle and a blue mark on the time axis respectively. The green 

dots are the location of the half maximum. The values of the fitted parameters are shown in the 

text above each plot. 
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Supplementary Table 1: Results obtained by numerically solving Eq. 6-8 using the stiff ODE 

solver ode15s in Matlab for reff in the range 0.5-6.5. These data were used to derive all the results 

in the paper. 

 

Supplementary Table 2: World Health Organization data for the SARS-CoV-2 pandemic from 

https://covid19.who.int/data that was used in our analysis. 
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Appendices: 

 

Appendix A 

 

The rescaled equations for the pandemic dynamics are: 

 
ds(𝜏)

d𝜏
=  − reff s(𝜏)i(𝜏)       (A1) 

di(𝜏)

d𝜏
=  reff s(𝜏)i(𝜏) − i (𝜏)         (A2) 

dr(𝜏)

d𝜏 
=   i(𝜏)         (A3) 

 

The scaled quantities s(𝜏), i(𝜏) are related to S(t), I(t) of the SIR model by: 

 

s(𝜏) = S(t)/N         (A4) 

i(𝜏) = I(t)/N          (A5) 

with, τ =  γefft =
t

Leff
        (A6) 

 

Dividing (A2) by (A1) gives:  

 
di(τ)

ds(τ)
=  

1

reffs
− 1        (A6) 

 

Using the large N boundary conditions s(0) = 1, i(0) = 0 generates the exact result: 

 

i(τ)  =  1 − s(τ) +  log(s(τ))/reff      (A7) 

 

At t=∞, i(τ) = 0. Hence, 

 

reff(s(∞)) =  −
log(s(∞))

1−s(∞)
       (A8) 

 

When s(∞) = 1 (no pandemic), l‘Hospital’s rule gives reff(s(∞) = 1) = 1. 
 

It is easy to see for 0 ≤ s(∞) < 1, reff> 1. Hence, a pandemic requires reff> 1. 
 
From (A2), the maximum in i(τ) happens when s(τ) = 1/reff. Hence: 

 

Maximum value of  i(τ) = 1 −
[1+log(reff)]

reff
,  reff > 1   (A9) 

 

Note that because of (A5) this quantity is the same as the maximum of I(t)/N which is the quantity 

HI/N in Eq. 12c in the main text. Hence,  
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HI/N = 1 −
[1+log(reff)]

reff
, reff > 1     (A10) 

 

For small τ, s(τ)~1. Hence, we can expand the right-hand side of (A7) in powers of (1- s(τ)). 
To lowest order,  
 

log(𝑠(𝜏)) = log[1 − (1 − 𝑠(𝜏)) ]  ≅ − (1 − 𝑠(𝜏))    (A11) 

 

Substituted into (A7) gives,  

 

i(τ) =  
reff−1

reff
 (1 − 𝑠(𝜏))       (A12) 

 

Substituting from (A12) into (A1) gives the Logistic Equation: 

 
ds(𝜏)

dτ
=  − (reff − 1)s(𝜏)(1 −  𝑠(𝜏))     (A13) 

 

whose solution, with the boundary condition s(0) = 1-ε is: 

 

s(τ) =
1

[1+ε e(reff−1)τ]
       (A14) 

 

Hence, for  𝜏 ≤
log(𝜀)

(1−reff)
,  

  

s(τ) =  [ 1 − ε e(reff−1)τ],      (A15) 

 

Combining (A12) and A(15) shows that for 𝜏 ≤
log(𝜀)

(1−reff)
, 

i(τ) =  
reff−1

reff
 ε e(reff−1)τ      (A16a) 

 

Hence, from Eq. 9, 

 

x(τ) =  ωγ1i(𝜏) =  ωγ1  
reff−1

reff
 ε e(reff−1)τ    (A16b) 
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Appendix B 

 

We will show an example of the use of the data in Supplementary Table 1 and Figure 1 a-f to find 

ftot, reff, Leff and  using only data for X(t), the symptomatic/identified cases per day (Eq. 5). 

Consider a numerical solution of Eq. 1-5 for parameter values: N = 104, L0 = 10 days, L1 = 5 days, 

Leff = 8 days, and reff = 1.5 which, from Eq. 4b and Eq. 10, corresponds to ω =
(

L0
Leff

−1)

(
L0
L1

−1)
= 0.25 and 

α = 0.1875 respectively.  The functional form of S(t), I(t), R(t) and X(t) in Figs. B1a-d was 

obtained by numerically solving Eq. 1-5 using the stiff ODE solver ode15s in Matlab with 

boundary condition: S(0) = 1- ε N, I(0) = ε N and R(0) = 0, with ε = 0.001. The result obtained 

are shown in Figs. B1 a-d. The measured total infected fraction was found to be ftot = 0.584. To 

make contact with real data and to measure LX,  we need an objective definition of “the start day 

of the pandemic.” We define this as the day when the number of recorded daily cases is 1% of the 

peak in daily cases, which was also the criterion used for the data in Supplementary Table 1.  

 

Fig. B1a-d: Solution of Eq 1-5 using the parameters shown. Note that the yellow dots in Figs. B1b 

and B1d are our objective definitions of the “start of the pandemic,” i.e., the day when the number 

of cases is 1% of the peak. The same definition was used in generating the data in Supplementary 

Table 1. LX is the number of days from the yellow dot in Figure B1d to the location of the peak.  

From Fig. B1d, we find,  LX = 98.9 days, WX = 64.9 days, and ftot = 0.58. 
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Now imagine that we only know X(t) (Fig B1d but without the parameters in the title), and not the 

other data in Fig B1a-c (shown in Fig B1e). Using this information alone, we want to estimate ftot, 

reff,  Leff and . From the data for X(t), we can 

find the location of the peak and WX = 64.87 

days, the half width at full maximum. We can 

also find LX = 98.85 days from the number of 

days from when X(t) was 1% of the peak to the 

location of the peak.Thus LX/WX = 1.53. Using 

this value in Supplementary Table 1 gives the 

correct values  ftot =0.58 and reff = 1.5. Using 

the values LX/Leff = 12.37 and WX/Leff = 8.10 

for reff = 1.5 in Supplementary Table 1, we get 

two estimated values 8.01 days and 7.99 days 

respectively for Leff. Finally, we can estimate 

α =
reff

Leff
=  0.1875. 

Fig. B1e: Inferring parameters from only X(t). The yellow dots defines the “start” of the pandemic, the 

day the number of cases is 1% of the peak. The same definition was used in generating the data in 

Supplementary Table 1. LX is the number of days from the yellow dot to the location of the maximum 

(shown as a blue mark) and WX is the half width of the peak in X(t) (the time between the green dots). 

This gives LX/WX = 1.53, which from the data in Supplementary Table 1 gives ftot =0.58 and reff = 1.5. 

Two estimates for Leff can be obtained from the data for LX/Leff and WX/Leff for this value of reff in 

Supplementary Table 1. 
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