
A real-world evaluation of the implementation of NLP
technology in abstract screening of a systematic review

Sara Perlman-Arrow*†1, Noel Loo†2, Niklas Bobrovitz3, Tingting Yan††3, Rahul K.

Arora††4,5

1 School of Population and Global Health, McGill University, QC, Canada

2 Department of Electrical Engineering and Computer Science, Massachusetts

Institute of Technology, MA, United States of America

3 Temerty Faculty of Medicine, University of Toronto, ON, Canada

4 Centre for Health Informatics, University of Calgary, AB, Canada

5 Institute of Biomedical Engineering, University of Oxford, United Kingdom

* sara.perlman-arrow@mail.mcgill.ca

† These authors contributed equally to this work
†† These authors contributed equally to this work

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted February 25, 2022. ; https://doi.org/10.1101/2022.02.24.22268947doi: medRxiv preprint 

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.

https://doi.org/10.1101/2022.02.24.22268947
http://creativecommons.org/licenses/by-nc-nd/4.0/


Abstract

The laborious and time-consuming nature of systematic review production hinders the dis-

semination of up-to-date evidence synthesis. Well-performing natural language processing

(NLP) tools for systematic reviews have been developed, showing promise to improve

efficiency. However, the feasibility and value of these technologies have not been com-

prehensively demonstrated in a real-world review. We developed an NLP-assisted abstract

screening tool that provides text inclusion recommendations, keyword highlights, and visual

context cues. We evaluated this tool in a living systematic review on SARS-CoV-2 sero-

prevalence, conducting a quality improvement assessment of screening with and without the

tool. We evaluated changes to abstract screening speed, screening accuracy, characteristics

of included texts, and user satisfaction. The tool improved efficiency, reducing screening

time per abstract by 45.9% and decreasing inter-reviewer conflict rates. The tool conserved

precision of article inclusion (positive predictive value; 0.92 with tool vs 0.88 without) and

recall (sensitivity; 0.90 vs 0.81). The summary statistics of included studies were similar

with and without the tool. Users were satisfied with the tool (mean satisfaction score of

4.2/5). We evaluated an abstract screening process where one human reviewer was replaced

with the tool’s votes, finding that this maintained recall (0.92 one-person, one-tool vs 0.90

two tool-assisted humans) and precision (0.91 vs 0.92) while reducing screening time by

70%. Implementing an NLP tool in this living systematic review improved efficiency,

maintained accuracy, and was well-received by researchers, demonstrating the real-world

effectiveness of NLP in expediting evidence synthesis.
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1 Background1

Evidence synthesis is crucial to evidence-based decision-making in modern medicine and2

public health. [1, 2] It is especially important during health emergencies, when the evidence3

base can rapidly change. The volume of COVID-19 literature exemplifies this, with over4

500 000 articles on the matter published as of October 2021. [3] Unfortunately, producing5

systematic reviews is time-consuming and laborious. The mean time from registration to6

publication is 67.3 weeks for PROSPERO-registered reviews. [4, 5] Living systematic7

reviews are designed to circumvent delays and provide up-to-date results, [6, 7] but it is8

similarly laborious to update these at an adequate frequency. [8] Hence, there is increasing9

urgency to expedite evidence synthesis methods without sacrificing quality.10

Software tools using natural language processing (NLP) systems have been developed11

to accelerate systematic review methods, [9] many of which target abstract screening.12

[10, 11, 12, 13, 14, 15] Under 3% of texts screened are typically eligible for inclusion,13

[4] making it time-consuming to parse through search results, and particularly useful to14

expedite this stage of the process. NLP-based screening tools classify abstract inclusion15

or exclusion, and are trained on abstracts labeled by human reviewers. Examples include16

Rayyan, [14] DistillerSR, [12] and ResearchScreener, [10] which use naive-Bayes or n-17

gram based support-vector machine approaches. Recently, transformer-based NLP models18

have shown particular promise for text screening. [16] Transformer models are typically19

pre-trained on large bodies of medical literature, then fine-tuned on a specific screening20

task. This results in broadly improved performance. [17, 18]21

Despite many existing technologies, there is little data on the real-world utility of such22

screening tools. Most previous reports focus primarily on performance metrics, such as tool23

precision and recall on abstracts previously unseen by the model. [19, 20] Some studies24

have assessed efficiency measures, such as impact to reviewer workload or time saved25

while screening, but these are typically conducted retrospectively, with data from completed26
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reviews. [15, 11, 12, 21] Only one study to date has evaluated these tools in the context of27

an ongoing review with user interactions. This evaluation involved only one reviewer, was28

done after traditional screening was completed, and focused exclusively on screening time.29

[10]30

Furthermore, few reports have evaluated the impact of implementing NLP tools into31

living literature reviews, [13] and none have assessed user-tool interactions or user satis-32

faction in this context. Living reviews could benefit from a continuous level of screening33

efficiency and lend themselves well to integration of NLP tools: an initial manual review34

can yield a large number of screened texts, which could serve as the training set to develop35

an algorithm to in turn expedite continuous review updates.36

SeroTracker conducts a living systematic review of global SARS-CoV-2 seroprevalence37

and publishes results onto an interactive dashboard (Serotracker.com). [22, 23] Each38

week, our team screens 800-1000 new abstracts and extracts approximately 30 articles. To39

optimize the efficiency of our screening process, we developed an NLP-assisted software40

tool and conducted a quality improvement (QI) project assessing the efficiency changes41

and usability of integrating this tool into our usual methods. We evaluated changes in the42

time taken to conduct screening, the accuracy of the screening process, the characteristics43

of included texts in our overall review, user interactions with the tool, and user satisfaction44

with the process. Moreover, we assessed different combinations of reviewer and tool pairing45

to determine how to best improve our screening process. As an evaluation of NLP-based46

tools in an ongoing living systematic review, our report provides novel and comprehensive47

evidence regarding the feasibility of NLP for screening and its real-world performance48

benefits.49
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2 Methods50

2.1 The SeroTracker systematic review of SARS-CoV-2 seroprevalence51

SeroTracker conducts a living systematic review of SARS-CoV-2 seroprevalence that is52

registered with PROSPERO (CRD42020183634 - version 7 May 2020). We run weekly53

searches in four literature databases (MEDLINE, EMBASE, Web of Science and Europe54

PMC) to find relevant peer-reviewed and pre-print literature. Full details on this review are55

available in previous publications. [23]56

Every week, the searches yield approximately 800-1000 new texts, which are uploaded57

into the Covidence platform for screening. [24] Abstracts are reviewed in duplicate, with58

first and second reviewers blinded to each others’ votes. All texts whose abstracts receive59

“include” votes by two reviewers undergo a full-text screen. All thirteen research team60

members conduct screening and can provide the first vote, and one of six designated second61

reviewers provides the second vote. This abstract screening process yields 25-40 articles62

for full-text screening and 20-35 included articles each week.63

2.2 Development and implementation of an NLP tool into SeroTracker’s64

processes:65

This study was conducted as a quality improvement project, following the Plan-Do-Study-66

Act (PDSA) model, to facilitate and expedite SeroTracker’s screening process while main-67

taining accuracy. The Conjoint Health Research Ethics Board (CHREB) at the University68

of Calgary granted us an exemption from the research ethics board review for this QI69

project. This study followed the Standards for QUality Improvement Reporting Excellence70

(SQUIRE-2.0).71
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2.2.1 Plan72

In line with process improvement measures at SeroTracker, reviewers were interviewed to73

assess satisfaction with the screening process. Team members noted its time-consuming74

nature and identified the following key challenges: difficulty in tracking the number of75

texts screened, the inability to reverse a vote if they misclicked, and the inability to identify76

key information at a glance to determine whether a text should be included.77

We developed an NLP-enabled tool that adds additional features to Covidence to allow78

more efficient identification of text eligibility. This tool included (1) an inclusion recom-79

mendation indicator, which displays a confidence rating ranging from “not recommended”80

to “strongly recommended” in the form of a coloured circle beside the abstract title. This81

was developed using the transformer-based pre-trained NLP model PubMedBERT. [18] We82

fine-tuned the model on a set of 25,000 previously screened abstracts from the living sys-83

tematic review. We also included (2) a feature that highlights the Population, Intervention,84

and Outcome (PIO) abstract components in different colours, using the same model but85

trained on the EBM-NLP dataset. [25] More details about the tool’s development can be86

found in Appendix B.87

The tool also incorporated features to streamline screening and ameliorate user experi-88

ence: (3) a screening progress tracker (4) a button to undo a user’s most recent votes on a89

text (5) a feature that displays abstracts in a way that separates them by section headings90

(e.g., “Background”, “Methods”, etc.) and (6) a feature highlighting reviewer-specified91

keywords (Appendix Figure C3).92

2.2.2 Do93

We conducted a project with AB design to assess the feasibility and impact of tool imple-94

mentation on abstract screening. We selected a set of 400 abstracts (“pilot abstracts”) to95

evaluate tool performance. These abstracts had been previously screened using the same96
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inclusion criteria as part of SeroTracker’s review. 309/400 were previously excluded and97

91/400 were previously included in the review.98

This project was conducted over a five-week period in three stages Figure 1. In the first99

two weeks, team members conducted screening without the tool (“without-tool stage”).100

200 pilot abstracts were added to the regular primary searches each week. We subsequently101

implemented a week-long washout period, where no pilot abstracts were added, and102

reviewers installed and familiarized themselves with the tool. In the final two weeks, team103

members used the tool for screening (“with-tool stage”) using the features they felt were104

most helpful. In this stage, 200 pilot abstracts were again added to the regular primary105

searches each week.106

2.2.3 Study107

Three sets of reviewer votes on the pilot abstracts were collected: votes from the initial108

screen in April (“pre-project votes”), votes from the without-tool, and votes from the109

with-tool stages. We used pre-project votes as the reference standard for comparison.110

We evaluated key process, outcome, and structure measures. Process measures included111

(1) efficiency metrics, including the screening time and the conflict rate with and without112

the tool and (2) accuracy metrics, including precision (positive predictive value) and recall113

(sensitivity) of screening, as well as the performance of the tool’s inclusion recommenda-114

tions. To evaluate precision and recall, we first calculated the baseline expected variability115

due to human error in screening, by comparing the included and excluded texts between116

the pre-project and without-tool stages, as there is inherent human error in the systematic117

review process. [26] We then assessed whether the outcomes of the with-tool stage were118

within expected levels of variability.119

The first outcome measure evaluated was the tool’s impact on results of the review,120

assessed by comparing summary descriptive statistics for included seroprevalence estimates121

in the pre-project, without-tool, and with-tool stages. We also assessed reviewers’ usage122
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of different features, such as voter alignment with the NLP recommendations and the123

frequency of use of each feature. We surveyed users to understand overall satisfaction with124

the tool.125

Finally, one structure measure was evaluated, which compared tool performance with126

different combinations of human and tool votes. We assessed the tool’s performance127

using data from the project in a “one-person and one-tool” (OPOT) screening process, a128

simulated abstract screening scenario in which one human reviewer is replaced with the129

tool’s automated inclusion recommendations. The tool voted “include” on an abstract if it130

provided a rating of “weakly recommended” or stronger for the abstract. Two scenarios131

were considered: one in which the human reviewer had access to the tool [OPOT (W)], and132

one in which they did not [OPOT (W/O)]. Each of these scenarios was compared to a “tool-133

only” system, in which only the tool’s automated inclusion recommendations were used for134

abstract screening, maintaining conflict resolution and full-text screen processes between135

human reviewers. For the human reviewer screening scenarios, we used human votes from136

the without and with-tool stages from the voter with the longest tenure at SeroTracker. Any137

additional conflict resolution or full-text screenings required for this analysis were done138

after the with-tool stage by human reviewers.139

Details about the process, outcome, and structure measures studied are presented in140

Table 1, along with their key results.141

2.2.4 Act142

Results from this work were used to inform whether to integrate this tool into regular143

practice at SeroTracker and to inform further improvements.144
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3 Results145

3.1 Process measures146

3.1.1 Screening efficiency - time taken to screen147

Across all abstracts, the tool was associated with a 33.7% decrease in mean screening time148

per abstract from 21.45±22.30s (n = 2852) to 14.22±17.52s (n = 2961) (p = 5.25e-42 by149

two-sided unequal-variances t-test) (Table 2, Figure 2a).150

This reduction was similar when considering the pilot abstracts alone (22.78±22.59s151

(n = 746) to 14.00± 18.04s (n = 736); p = 3.03e-16) (Table 2, Figure 2b).168/800 pilot152

abstracts were screened twice by the same reviewer with and without the tool. To account153

for possible order effects in these votes, we repeated this analysis excluding them. We154

continued to observe a significant decrease in abstract screening time, from 23.99±22.44s155

without-tool (n = 603) to 14.70±18.21s with-tool (n = 591) (p = 8.79e-15) (Table 2).156

Lastly, we repeated the analysis only using abstracts ultimately included at the abstract157

screening stage. These took a similar time to screen with or without the tool (Table 2,158

Figure 2c).159

To account for inter-reviewer effects and inter-abstract variability in our analysis of160

the tool, we modeled the distribution of the logarithm of the times taken as a function of161

tool-use, adjusted for effects of reviewer speed. Under this model, the tool was associated162

with a 45.9% reduction in screening time per abstract (p < 0.0001). There was substantial163

variability in the mean screening time for different reviewers, with ai ranging from -0.96 to164

0.66.165

The tool’s impact on conflict rate was also assessed. An increased number of conflicting166

votes decreases the efficiency of abstract screening, as a third reviewer must resolve these.167

Of the 1960 unique abstracts voted on without the tool, 163 had a conflicting vote. The168

conflict rate decreased from 8.32% (163/1960) to 3.64% (87/2388) (p=5.36e-11, Fisher’s169

7
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exact test) when the tool was added (Table 3). When considering only the pilot abstracts, a170

similar decrease was observed: 11.25% (45/400) to 5.75% (23/400) (p = 0.007, Fisher’s171

exact test) (Table 3). This conflict rate reduction results in a 2.2% time savings per abstract.172

In summary, the tool improved all efficiency metrics except the mean time taken for173

included abstracts. Combining the conflict rate savings (2.2%) and mean times savings174

(33.7%), we expect a 35.2% reduction in screening time per abstract, leading to 3.93 hours175

of reviewer time saved each week.176

3.1.2 Effect on screening precision and recall177

We compared the precision and recall of the screening process with and without the tool178

to ensure that tool use did not interfere with screening accuracy. When considering pilot179

abstracts that were included past full-text review, 74 of the 91 previously included abstracts180

(PI) were included without the tool and 82 with it (Table 4). This change was not significant181

(p = 0.137, Fisher’s exact test), meaning accuracy was conserved. Looking at the texts182

included past full-text review, there were 7 false positive (FP) texts with the tool and 10183

without it. All FPs were found to have been excluded in the extraction stage. This means184

that no new texts were included in the review as a result of the project. 1.185

3.1.3 Inclusion recommendation performance on the pilot abstracts186

The tool’s inclusion recommendation feature rates each abstract’s inclusion likelihood into187

one of five categories. The feature’s operating characteristics were evaluated on the pilot188

abstracts (Table 5, Figure 3). FPs and FNs were calculated taking the pre-project votes as189

“true”, and an inclusion prediction was assigned if the tool recommended at least that level190

of confidence. All the PI pilot abstracts were at least weakly recommended, with 73/91191

being strongly recommended. The weakly recommended threshold gave the highest F1192

1If, during full-text extraction, a text that was included in screening is found to lack information to extract,
it can be excluded
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score (0.905), with a precision of 0.827 and recall of 1.0 at this level. Scores remained high193

at all thresholds.194

3.2 Outcome measures195

3.2.1 Results of overall systematic review196

Table 6 summarizes the statistics of the seroprevalence estimates included in the pre-project197

stage, the without-tool stage, and the with-tool stage. The majority of the statistics remain198

consistent with and without the tool. Compared to the pre-project votes, the with-tool stage199

did not exclude any estimates deemed to have a low or moderate risk of bias.200

3.2.2 User interaction with the tool201

We first evaluated the agreement between user votes and the tool’s five thresholds of202

inclusion recommendations. It was found that users typically agreed with the recommenda-203

tions, with the highest F1 score (0.821) being at the “somewhat recommended” threshold204

(Appendix A.1) There was a positive correlation between users voting“include” and the205

presence of keywords in the abstract (Appendix A.2).206

The inclusion recommendation feature was the most commonly used. It was used by all207

7 unique reviewers in the with-tool stage and in 3140/3142 unique votes. PIO highlighting208

was used by 5/7 reviewers, and 1918/3142 (61.0%) votes. While all users had the keyword209

feature on, only 3 actually had any keywords specified, resulting in 21.1% (663/3142) of210

abstract votes having the features on with keywords input. The undo feature was the least211

used (3/7 reviewers ; 23/3142 texts), with the vote being changed in only 6 cases. Of note,212

by default undoing a vote in Covidence is not always possible.213

9

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted February 25, 2022. ; https://doi.org/10.1101/2022.02.24.22268947doi: medRxiv preprint 

https://doi.org/10.1101/2022.02.24.22268947
http://creativecommons.org/licenses/by-nc-nd/4.0/


3.2.3 User feedback on the tool214

After the project’s conclusion, reviewers were sent a satisfaction survey. 9 of 13 members215

provided feedback (Table 7). The self-reported usage information did not align perfectly216

with the computer recorded usage. This could be due to recall bias, as the survey was217

conducted one week after the conclusion of the project. Reviewers who used features rated218

their usefulness out of five (Table 7). The inclusion recommendation feature was voted the219

most useful (mean score of 4.70/5), and keyword (3.88/5) and PIO highlighting (4.00/5)220

were the least useful.221

Reviewers reported that the tool improved perceived screening speed by allowing them222

to rapidly identify key information that qualifies or disqualifies abstracts for inclusion,223

specifically through the bolding headings, PIO highlighting, and keyword highlighting.224

While the undo feature was rarely used, users reported that it provided them with more225

security, allowing them to correct mistakes that would otherwise be permanent. While226

many users found the inclusion recommendations useful, they noted that it could give a227

false sense of security and cause users to blindly trust the tool, rather than carefully read228

through the abstract. Users also noted that the PIO highlighting feature often highlighted229

incorrect information, making it distracting at times. This complaint was reflected in the230

low adoption of the PIO highlighting feature.231

3.3 Structure measures232

3.3.1 One-person-one-tool (OPOT) model233

Given the reliability of the tool’s inclusion recommendations, we evaluated outcomes of an234

abstract screening process where one human reviewer was replaced with the tool’s vote, in235

a scenario in which the human reviewer did not have access to the tool (OPOT (W/O)) and236

in one where they did (OPOT (W)).237

Results are reported in Table 4 for texts that were included in the abstract screen and for238

10
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texts that were included in the full-text screen. None of the FPs were ultimately included239

in the review; all texts were excluded during extraction. Recall for included texts was240

improved from 0.813 without-tool to 0.868 in the OPOT (W/O) model and from 0.901241

with-tool to 0.923 in a OPOT (W/) setting. Assuming that conflict rate remains the same242

in the OPOT (W) setting as with-tool, OPOT would result in a further 48.6% reduction243

in screening time, for a potential total time saving of 72.2%. Assuming conflict rate is244

doubled, the additional OPOT savings would be 45.8% - a total time saving of 70.7%.245

The tool-only screening scenario, in which votes are provided by the tool while a human246

reviewer conducts only conflict resolution and full-text screening, performed comparably247

well to both OPOT and to two humans. Precision, however, was reduced when using this248

system (Table 4).249

4 Discussion250

SeroTracker improved its screening processes by implementing an NLP-based tool. Tool251

use significantly reduced both the mean time taken per abstract and the screening conflict252

rate, leading to an overall decrease in 3.93 hours of weekly screening time. The improved253

efficiency did not come at the cost of accuracy, as precision and recall of the screening254

process and summary statistics of the included estimates were similar with and without the255

tool. Users provided positive feedback overall to using the tool.256

Furthermore, one-person-one-tool and tool-only screening systems, which have the257

potential for increased time-reductions, performed as well as two human reviewers. The258

results of the OPOT analyses are particularly promising, as this system can reduce screening259

time by over 70%. Though the tool-only system performed comparably well to the OPOT260

system in our analyses, further study is required. Our pilot abstract sample was enriched261

with previously included texts, meaning that its precision at the abstract screening stage262

would likely be lower in practice. SeroTracker plans to adopt the OPOT(W) system into263
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regular screening practice, to reduce screening time while maintaining a level of quality-264

control through human monitoring. We will incorporate reviewer feedback to augment the265

tool’s utility further. The improvements above can ultimately improve the efficiency of the266

entire living systematic review, allowing us to maintain up-to-date information.267

The failure cases of the tool provide avenues for future development. The most and268

least used features were the inclusion recommendation indicator and PIO highlighting, re-269

spectively. The performance of the named-entity-recognition used in PIO highlighting lags270

behind classification tasks in similar domains, [18] suggesting that more well-developed271

technologies may provide greater benefit. Furthermore, the tool did not aid with the full-text272

screening. As described in Section 3.1.2, 6 PI texts were excluded in full-text review in273

the with-tool stage. This suggests an inherent level of variation in the systematic review274

process that the tool could not mitigate.275

In a broader context, our study supports previous reports on the potential for using NLP276

to improve screening efficiency without impacting review quality. We build off previous277

work by providing the first comprehensive analysis of the feasibility and impact of NLP278

implementation. We examined this technology within an ongoing living systematic review,279

rather than through a retrospective evaluation, and our study design allowed for documented280

user-specific aspects of NLP tool development. We addressed the research team’s specific281

needs when designing the tool’s features through our QI approach and evaluated how users282

interacted with them. User feedback demonstrated that NLP tools are useful to augment283

efficiency and that reviewers feel that they improved the screening workflow. Finally,284

the design of this project allowed us to compare characteristics of included texts in the285

systematic review with and without the use of this NLP tool, which has not been previously286

evaluated.287

This project has implications for evidence synthesis at large and its role in evidence-288

based decision-making. As was highlighted by the COVID-19 pandemic, there are road-289

blocks to adequate evidence-based medicine during health emergencies. While the need for290
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rapid research results is evident during a health emergency, evidence synthesis is generally291

slow and rigorous. [27] This incompatibility begets technological advancements, such as292

NLP-assisted tools, to accelerate the systematic review process. The success of this tool at293

SeroTracker demonstrates that these tools can fulfill this role and expedite the response of294

evidence-based medicine to a health emergency.295

Furthermore, the living systematic review in particular provides an ideal context for296

the implementation of such tools, as results of an initial manual review can be used as a297

training set to develop a tool that would, in turn, expedite all future rounds of the review.298

Other teams working on living systematic reviews would benefit from integrating such tools299

tailored to their research question and design. Our QI project had a robust design, evaluated300

a comprehensive set of metrics, and can be used as a model. Appendix B provides more301

implementation details on the planning and technical aspects of the tool.302

4.1 Limitations303

Because the project was designed as a QI project in an ongoing review, the proportion304

of abstracts screened by individual reviewers varied from week to week. Reviewers may305

have systematic differences in how they vote, which could change the outcome of abstracts306

included. While the effect analysis of the tool on efficiency in Section 3.1.1 attempts to307

decompose the per-reviewer variability, there are other potentially informative covariates,308

such as whether the abstract received an “include” or “exclude” vote, or whether a reviewer309

had seen the abstract before, which were not accounted for.310

Furthermore, the AB project design could induce order effects. While we showed311

in Section 3.1.1 that the removal of duplicate abstract-vote pairs did not affect the time312

decrease in abstract screening, we could not definitively demonstrate that order effects313

did not influence votes, particularly for texts that were accepted into full-text screening314

and subsequently interacted with multiple times. Finally, the sample size was limited to315
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reduce screening load placed on the team, and some conclusions lacked the sample size for316

statistical significance. This screening load constraint also resulted in a higher inclusion317

rate in the pilot abstract set (23%) than what is typically observed in screening (5%).318

Beyond design, there are limitations to assessing the impact of our tool as a whole.319

Firstly, there is no definitive “gold standard” for inclusion or exclusion of abstracts; we320

assumed “pre-project” screening labels to be accurate. Furthermore, our precision and321

recall analyses treated all false negatives as equal value, but studies generally contribute322

differently to the quantitative results of a review. For instance, falsely excluding a paper323

reporting several unique seroprevalence estimates would alter overall results more than324

excluding a paper with just one estimate. While we examined summary statistics of missed325

texts in Section 3.2.1, a meta-analysis was not performed to determine the impact on326

downstream analysis. Finally, since the tool incorporated several features, the individual327

contributions of each feature could not be quantified. While we assessed user interaction328

and agreement with individual features in Section 3.2.2, the number of covariates, due to329

the multiple features, prevent this analysis from demonstrating causality.330

5 Conclusion331

This study provides the first comprehensive analysis on the implementation of NLP tech-332

nology in the screening stage of a living systematic review. Incorporating an internally333

developed tool at SeroTracker was feasible and significantly improved our processes by334

increasing screening efficiency while maintaining accuracy. User feedback was positive,335

leading to continued use of the tool in regular practice. This provides promising data for336

the evidence synthesis community, as similar tools could be used to expedite the time-337

consuming and laborious manual systematic review process for other research groups,338

allowing for more up-to-date dissemination of evidence syntheses.339
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6 Tables

Table 1: Key methods and results of process, outcome and structure measures evaluated.

Measure Description Rationale Analysis Key Result

Process Measures

Efficiency

a) Mean time taken to screen an

abstract with-tool compared to

without-tool

Direct indicator of whether

screening time was reduced with

the tool

Two-sided unequal variances t-

tests to compare mean time

taken per abstract with-tool vs

without-tool for the three sets of

abstracts described

Addition of the tool was asso-

ciated with a 33.7% decrease

in mean time taken per abstract

(21.45 ± 22.30s (n = 2852) to

14.22± 17.52s (n = 2961); p =

5.25e-42.

b) Estimate of the overall time

reduction of using the tool, con-

trolling for per-reviewer effects

Direct indicator of whether

screening time was reduced with

the tool

Modelled time taken as a func-

tion of a tool-usage using a Gaus-

sian GLM with an identity link

function. We modeled the means

as µ = µ0 + ai + bt , with ai,

1  i  N denoting per-reviewer

effects, while t 2 {0,1} repre-

sents use of the tool, with b the

associated coefficient.

The tool was associated with

a 45.9% reduction in screening

time per abstract (p < 0.0001)

under this model
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c) Conflict rate: Proportion of

abstracts requiring conflict re-

solving votes

A decrease in conflicts decreases

the overall screening time, as

conflicting votes must be re-

solved by a third reviewer.

Fisher’s exact test for comparing

conflict rates with vs without the

tool

A decrease in the conflict rate

was observed with addition of

the tool: 8.32% (163/1960) to

3.64% (87/2388).

Accuracy

a) Assessment of screening pre-

cision and recall in with vs with-

out the tool

To ensure that the implementa-

tion of the tool does not detract

from the accuracy of the review

Fisher’s exact test to compare

whether the proportion of in-

cluded abstract is significantly

different

There was no significant change

in the proportion of ultimately in-

cluded texts with vs without the

tool (74/91 without tool, 82/91

with tool)(p = 0.137, Fisher’s ex-

act test)

b) Evaluation of the tool’s inclu-

sion recommendations

To ensure that the tool’s inclu-

sion recommendations are accu-

rate

Calculated operating characteris-

tics of the tool on pilot abstracts.

All the previously included ab-

stracts were at least rated as

“weakly recommended” by the

tool, with 73/91 being classified

as “strongly recommended” for

inclusion. The highest F1 scores

was at the “somewhat recom-

mended” threshold (0.896), with

precision of 0.891 and recall of

0.901

Outcome Measures
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Results of overall

review

Comparison of the characteris-

tics of final included seropreva-

lence estimates of pilot abstracts

in the pre-project, with-tool and

without-tool stages

To identify any differences in

the results of a systematic review

when using the tool

Compared summary statistics

of the estimates that were ul-

timately included pre-project,

without-tool and with-tool

Overall, there was consistency

in estimates that were ultimately

included at all three stages

User interaction

with the tool

a)Evaluation of agreement be-

tween user votes and the inclu-

sion recommendations

To assess whether users voted

in alignment with the tool and

whether they found it useful

Measured operating characteris-

tics comparing tool predictions

to user’s votes

Users voted strongly in agree-

ment with the tool

b) Quantification of usage of dif-

ferent features, by number of re-

viewers and amount of time

To assess which features of the

tool were likely to contribute

most to any changes observed

in the screening process

Produced a descriptive summary

of the results

All 7 reviewers who voted in

the with-tool stage used the in-

clusion recommendation and 5/7

used the PIO highlight. 3/7 in-

putted keywords and 3/7 used

the undo features (23 votes out

of 3142 were undone.
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User satisfaction Evaluation of whether team

members felt that the tool was

adequate, whether they felt that

using it augmented the screen-

ing process and whether any fea-

tures of the tool should be modi-

fied

To determine whether the Sero-

Tracker team was satisfied with

using this tool and to allow us to

make modifications to the tool,

to ultimately improve the screen-

ing process

Circulated a user satisfaction sur-

vey and produced a qualitative

summary of the results

The inclusion recommendation

feature was most used and was

voted most useful by users

(mean rating of 4.7 out of 5) and

keyword highlights were rated

the lowest in usefulness (mean

rating 3.88 /5). PIO highlights

were the least frequently used in

self-report (3/9 users), and had

only a marginally higher rating

than keyword highlight (mean

rating 4.0/5)

Structure Measures

24

 . 
C

C
-B

Y
-N

C
-N

D
 4.0 International license

It is m
ade available under a 

 is the author/funder, w
ho has granted m

edR
xiv a license to display the preprint in perpetuity. 

(w
h

ich
 w

as n
o

t certified
 b

y p
eer review

)
T

he copyright holder for this preprint 
this version posted F

ebruary 25, 2022. 
; 

https://doi.org/10.1101/2022.02.24.22268947
doi: 

m
edR

xiv preprint 

https://doi.org/10.1101/2022.02.24.22268947
http://creativecommons.org/licenses/by-nc-nd/4.0/


“One-person-one-

tool” (OPOT)

model

Evaluation of operating charac-

teristics if the abstract screen

vote of one human reviewer is

replaced by the tool’s vote

This use case could significantly

reduce screening time and costs

Built a scenario with one hu-

man vote from the project data

and one vote from the tool’s

inclusion recommendations and

assessed operating characteris-

tics in this setting. An analy-

sis was performed for human

votes without access to the tool

(OPOT (W/O)) and one with ac-

cess (OPOT (W)).

F1 score for included texts was

improved from 0.846 in the

without-tool stage to 0.878 in the

OPOT (W/O) model, and from

0.911 in the with-tool stage to

0.918 in a OPOT (W/) setting.

“Tool-only”

model

Evaluation of operating charac-

teristics if abstract screen votes

are given exclusively by the tool,

with human reviewers only re-

solving conflicts and conducting

full-text screen

To serve as a comparative group

to the project and OPOT models

Assessed operating characteris-

tics in this setting

The tool-only setting performed

as well both OPOT and as two

humans, but with reduced speci-

ficity of abstract screen (preci-

sion of 0.827 compared to 0.881

in OPOT (W) ).

25

 . 
C

C
-B

Y
-N

C
-N

D
 4.0 International license

It is m
ade available under a 

 is the author/funder, w
ho has granted m

edR
xiv a license to display the preprint in perpetuity. 

(w
h

ich
 w

as n
o

t certified
 b

y p
eer review

)
T

he copyright holder for this preprint 
this version posted F

ebruary 25, 2022. 
; 

https://doi.org/10.1101/2022.02.24.22268947
doi: 

m
edR

xiv preprint 

https://doi.org/10.1101/2022.02.24.22268947
http://creativecommons.org/licenses/by-nc-nd/4.0/


Table 2: Mean screening time per abstract with-tool and without-tool, stratified into four
categories: all abstracts, pilot abstracts only, pilot abstracts excluding repeated reviewer-
abstract vote pairs, and only abstracts with “include” vote.

N Mean(s) t-test result

All Abstracts Without Tool 2852 21.45±22.30 t(5811) = 13.70
p = 5.25e-42With Tool 2961 14.22±17.52

Pilot Abstracts Only Without Tool 746 22.78±22.59 t(1480) = 8.27
p = 3.03e-16With Tool 736 14.00±18.04

Pilot Abstracts Only
(No repeats)

Without Tool 603 23.99±22.44 t(1192) = 7.86
p = 8.79e-15With Tool 591 14.70±18.21

Inclusion Votes Only Without Tool 119 45.67 ± 32.37 t(276) = 0.93
p = 0.264With Tool 159 41.25 ± 32.43

Table 3: Conflict rate of abstract screening with-tool vs without-tool, for all abstracts and
for pilot abstracts only.

Conflicts Abstracts Rate Test result

All Abstracts Without Tool 163 1960 8.32% p = 5.36e-11With Tool 2961 2388 3.64%

Pilot Abstracts Without Tool 45 400 11.25% p = 0.007With Tool 23 400 5.75%
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Table 4: Precision, recall and F1 scores in all user-tool pairings for texts that were included
in abstract screening and full text screening stages

TN FP FN TP Prec. Rec. F1

Included Abstracts

Without 297 12 14 77 0.865 0.846 0.856
With 298 11 3 88 0.889 0.967 0.926
OPOT(W/O) 298 11 7 84 0.884 0.923 0.903
OPOT(W) 297 12 2 89 0.881 0.978 0.927
Tool-Only 290 19 0 91 0.827 1.000 0.905

Included Full Texts

Without 299 10 17 74 0.881 0.813 0.846
With 302 7 9 82 0.921 0.901 0.911
OPOT(W/O) 299 10 12 79 0.888 0.868 0.878
OPOT(W) 301 8 7 84 0.913 0.923 0.918
Tool-Only 301 8 6 85 0.914 0.934 0.924

Abbreviations: TN, true negative ; FP, false positive ; FN, false negative ; TP, true
positive ; Prec., precision ; Rec., recall

Table 5: Operating characteristics of the tool evaluated on the pilot abstracts at different
inclusion thresholds.

TN FP FN TP Prec. Rec. F1

Not Recommended 0 309 0 91 0.228 1.000 0.371
Weakly Recommended 290 19 0 91 0.827 1.000 0.905
Somewhat Recommended 299 10 9 82 0.891 0.901 0.896
Recommended 301 8 14 77 0.906 0.846 0.875
Strongly Recommended 302 7 18 73 0.912 0.802 0.854

Abbreviations: TN, true negative ; FP, false positive ; FN, false negative ; TP, true
positive ; Prec., precision ; Rec., recall

Table 6: Summary statistics of the seroprevalence estimates from the included texts in the
pre-project, without-tool and with-tool stages.

Characteristic
Pre-Project

(n=308)

Without Tool

(n=287)

With Tool

(n=297)

Geographic Scope

Local 69 (22%) 50 (17%) 59 (20%)

Regional 220 (71%) 218 (76%) 219 (74%)
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National 19 (6.2%) 19 (6.6%) 19 (6.4%)

Study Population

Assisted living and long-term care facilities 1 (0.3%) 1 (0.3%) 4 (1.3%)

Blood donors 4 (1.3%) 4 (1.4%) 3 (1.0%)

Essential non-healthcare workers 4 (1.3%) 3 (1.0%) 35 (12%)

Health care workers and caregivers 37 (12%) 29 (10%) 29 (9.8%)

Household and community samples 30 (9.7%) 26 (9.1%) 1 (0.3%)

Multiple general populations 1 (0.3%) 1 (0.3%) 1 (0.3%)

Multiple populations 1 (0.3%) 1 (0.3%) 1 (0.3%)

Non-essential workers and unemployed persons 1 (0.3%) 1 (0.3%) 8 (2.7%)

Patients seeking care for non-COVID-19 reasons 11 (3.6%) 6 (2.1%) 1 (0.3%)

Persons experiencing homelessness 1 (0.3%) 1 (0.3%) 2 (0.7%)

Pregnant or parturient women 2 (0.6%) 0 (0.0%) 0 (0.0%)

Residual sera 212 (69%) 211 (74%) 209 (70%)

Students and Daycares 3 (1.0%) 3 (1.0%) 3 (1.0%)

World Bank Income Level

High income 286 (93%) 269 (94%) 275 (93%)

Low income 2 (0.6%) 2 (0.7%) 2 (0.7%)

Lower middle income 7 (2.3%) 7 (2.4%) 7 (2.4%)

Upper middle income 13 (4.2%) 9 (3.1%) 13 (4.4%)

HRP Status

HRP 19 (6.2%) 15 (5.2%) 19 (6.4%)

non-HRP 289 (94%) 272 (95%) 278 (94%)

Risk of Bias
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High 89 (29%) 72 (25%) 78 (26%)

Low 10 (3.2%) 9 (3.1%) 10 (3.4%)

Moderate 204 (66%) 201 (70%) 204 (69%)

Unclear 5 (1.6%) 5 (1.7%) 5 (1.7%)

Sampling Method

Non-probability 288 (94%) 268 (93%) 278 (94%)

Probability 20 (6.5%) 19 (6.6%) 19 (6.4%)

Test Type

CLIA 224 (76%) 217 (79%) 220 (77%)

ELISA 36 (12%) 28 (10%) 34 (12%)

LFIA 16 (5.5%) 13 (4.8%) 16 (5.6%)

Multiple Types 11 (3.8%) 10 (3.7%) 11 (3.9%)

Other 6 (2.0%) 5 (1.8%) 3 (1.1%)

Neutralization 0 (0%) 0 (0%) 0 (0%)

Unclear 0 (0%) 0 (0%) 0 (0%)
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Table 7: Self reported usage and usefulness rating by 9 users for features of the NLP-based
tool.

Feature Self-reported Usage Mean usefulness

Undo 4/9 4.4 (3,4,5,5,5)
Inclusion Recommendations 7/9 4.7 (4,4,5,5,5,5,5)
Bold Headings 7/9 4.13 (3,3,3,4,5,5,5,5)
Keyword Highlighting 7/9 3.88 (3,3,3,4,4,4,2,2)
PIO Highlighting 3/9 4 (3,3,4,5,5)
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7 Figures

Figure 1: The timeline of the quality improvement project

(a) Routine + Pilot Abstracts (b) Pilot Abstracts (c) Include Votes

Figure 2: Violin plots of times taken per abstract screen with and without the tool. Results
are split into three categories: (a) all abstracts, (b) pilot abstracts only, and (c) abstracts
which received an inclusion vote. Means and standard deviations are reported by the black
and grey dotted lines, respectively.
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(a) ROC Curve (b) Precision, Recall and F1 scores

Figure 3: Operating characteristics of the tool evaluated on the pilot abstracts, with “True”
labels taken as the outcome of the previous full screening, and the predicted labels taken
as the tool’s inclusion likelihood. (a) shows the ROC curve, with the four confidence
thresholds given by the tool marked on the curve. (b) shows the precision, recall and F1
scores as a function of the tool’s confidence threshold, from the lower confidence (at least
not recommended/red) to the highest (at least strongly recommended/dark green).
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