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ABSTRACT19

Never before such a vast amount of data has been collected for any viral pandemic than for the current case of COVID-19.
This offers the possibility to answer a number of highly relevant questions, regarding the evolution of the virus and the role
mutations play in its spread among the population. We focus on spike proteins, as they bear the main responsibility for the
effectiveness of the virus diffusion by controlling the interactions with the host cells. Using the available temporal structure
of the sequencing data for the SARS-CoV-2 spike protein in the UK, we demonstrate that every wave of the pandemic is
dominated by a different variant. Consequently, the time evolution of each variant follows a temporal structure encoded in
the epidemiological Renormalisation Group approach to compartmental models. Machine learning is the tool of choice to
determine the variants at play, independent of (but complementary to) the virological classification. Our Machine Learning
algorithm on spike protein sequencing provides a simple and unbiased way to identify, classify and track relevant virus variants
without any prior knowledge of their characteristics. Hence, we propose a new tool that can help preventing and forecasting the
emergence of new waves, and that can be used by decision makers to define short and long term strategies to curb the current
COVID-19 pandemic or future ones.

20

Highlights21

• Objectives To study the relation between mutations of SARS-CoV-2, the emergence of relevant variants and the22

multi-wave pattern of the COVID-19 pandemic.23

• Setting Genomic sequencing of the SARS-CoV-2 spike proteins in the UK nations (England, Scotland, Wales). Epidemi-24

ological data for the number of infections in the UK nations, South Africa, California and India.25

• Methodology We designed a simple Machine Learning algorithm based on the Levenshtein distance on the spike protein26

sequences to cluster the available dataset and define variants. We set up a time-sensitive procedure that allows to define a27

variant as a chain of subsequent clusters. The Mutation epidemiological Renormalisation Group (MeRG) framework is28

used to describe the epidemiological data.29

• Results Our analysis of the sequencing data from England, Wales and Scotland shows that:30

1. A Machine Learning analysis based only on the spike proteins allows to efficiently identify the variants of concern31

and of interest, as well as other variants relevant for the diffusion of the virus.32
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2. We identify a branching relation between variants, thus reconstructing the phylogeny of the main variants.33

3. Comparison with the epidemiological data demonstrates that each new wave is dominated by a new emerging34

variant, thus confirming the hypothesis that there is a strong correlation between the emergence of variants and the35

multi-wave pattern.36

4. The number of infected by each variant can be modelled via an independent logistic function (sigmoid), thus37

confirming the MeRG approach. Analyses of the epidemiological data for South Africa, California and India38

further corroborate this result.39

• Conclusions Using a simple Machine Learning algorithm, we are able to identify, classify and track relevant virus40

variants without any prior knowledge of their characteristics. While our analysis is only based on spike protein sequencing41

and is unbiased, the results are validated by other informed methods based on the complete genome. By correlating the42

variant definition to epidemiological data, we discover that each new wave of the COVID-19 pandemic is driven and43

dominated by a new emerging variant, as identified by our Machine Learning analysis. The results are seminal to the44

development of a new strategy to study how SARS-CoV-2 variants emerge and to predict the characteristics of future45

mutations of the spike proteins. Furthermore, the same methodology can be applied to other viral diseases, like influenza,46

if sufficient sequencing data is available. Hence, we provide an effective and unbiased method to identify new emerging47

variants that can be responsible for the onset of a new epidemiological wave. Our Machine Learning strategy is, in fact, a48

new tool that can help preventing and forecasting the emergence of new waves, and it can be used by decision makers to49

define short and long term strategies to curb the current COVID-19 pandemic or future ones.50

Introduction51

It is of primary importance to understand the diffusion of a virus and its variants, especially in view of an efficient vaccination52

campaign. This task has been difficult in the past, mainly due to the scarce data available for extended pandemics caused by53

infectious diseases, like for instance the “Spanish” Influenza of 1918-191. COVID-19 is revolutionising our understanding54

of pandemics because we have now access to real time data about, for example, the genome sequencing of the virus and its55

proteins. Among the latter, spike proteins play a special role, as they are responsible for the interaction between the virus and the56

host cells, and for the effectiveness of the virus in spreading and multiplying. Like other coronaviruses, the SARS-CoV-2 virus57

has relatively low mutation rates2, nevertheless the current COVID-19 pandemic has seen the emergence of epidemiologically58

relevant variants. Genomic sequencing has allowed to track the mutations of the spike proteins, and to identify potentially59

dangerous variants3, 4 that may have an increased infectivity compared to the initial form. Since the second half of 2020,60

variants of concern (VoC) and of interest (VoI) have been identified in various regions of the world: for instance, the Alpha VoC61

(B.1.1.7, GRY), first identified in September 2020 in the UK5, 6; the Beta VoC (B.1.351, GH/501Y.V2) first found in South62

Africa in May 20207; the Gamma VoC (P.1, GR/501Y.V3) first detected in Brazil in November 20208, which has been spreading63

in Manaus notwithstanding the high rate of previous infections; the Delta VoC (B.1.617.2, G/478K.V1) identified in India in64

October 2020; and the Epsilon VoI (B.1.427+429, GH/452R.V1) found in California in March 20209. An exhaustive list can65

be found on the WHO website (www.who.int/en/activities/tracking-SARS-CoV-2-variants/). Note that we follow the WHO66

naming scheme10, while indicating in parenthesis the classification from the Pango lineage11 and GISAID12, 13. Considering the67

Alpha VoC as an example, it has been possible to study in the lab its infectious power, finding a higher rate of transmission68

by 67÷75%, compared to the previous ones6. The transmission advantage has been confirmed by epidemiological data in69

the UK14. Most analyses of the epidemiological data are done applying the time-honoured compartmental models of the SIR70

type15–17, appropriately extended by including more compartments18. The main drawback in this approach is the large number71

of parameters, which need to be fixed by hand or extracted from the data. In this work, we want to bypass this difficulty72

by using a simplified and effective approach based on theoretical physics methods, the epidemic Renormalisation Group73

(eRG) framework19–21, combined with information directly extracted from the spike protein sequencing via a simple Machine74

Learning approach. This novel method allowed us to analyse, at the same time, the variant structure of SARS-CoV-2 in multiple75

countries and regions of the world, and thus provide a direct comparison of their epidemiological impact. A theoretical analysis76

of the variants within the eRG framework is presented in a companion publication22.77

We first collect the spike protein sequencing data for the UK nations from the GISAID repository12, 13. For each nation we78

analyse the data via a simple Machine Learning (ML) algorithm based on the Levenshtein measure (LM)23, 24, which quantifies79

the difference between two strings of text. This ML approach has been long used, greatly refined and optimised, in biology25,80
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while more recently deep learning approaches26–28 are becoming more effective. In the present work, we decided to rely on81

the original definition of LM in order to cluster protein sequences based on the number of mutations needed to connect them.82

Following this approach, we introduce a neat mathematical definition of a virus variant in terms of the LM across the various83

spike protein sequences. A variant is, therefore, defined as an ensemble of sequences that are relatively close to each other. In84

contrast, a mutation is a single change in the amino-acid sequence of the protein. Our approach is, therefore, complementary to85

that of the many packages used in computational biology29–31, which focus on the alignment and similarity between the mRNA86

sequences and aim at reconstructing the phylogenic relation between them.87

The procedure above is independently repeated for each geographical region in our study. We start by considering first the88

whole available dataset and then dividing the sequencing per month. This allows us to follow the evolution of the variants and89

construct chains connecting the clusters we identify by month. We validate our results by showing that our approach identifies90

the Alpha VoC in all the distinct UK regions we study. Once the dominant variants are identified we analyse their temporal91

spreading within the affected population. Given that only a small fraction of the infected individuals have their viral charge92

sampled and sequenced, we estimate the number of people infected by each variant by multiplying the number of positive tests93

by the rate of occurrence of each variant in the sequencing data. This rough approximation allows us to reliably extract the94

temporal evolution of each variant in the population. Note that each infected individual is, in practice, associated to the variant95

that is dominant in their viral charge, following the practice of the sequence reporting. Thus, the data we use track the time96

development of the dominance of each variant at the individual level.97

To analyse the time evolution of the individuals infected by each variant, we employ the economical eRG approach19 that98

allows to organise the pandemic waves according to temporal symmetry principles stemming from high energy physics32, 33.99

The approach has been extensively tested21, 34, confronted with traditional SIR compartmental models35, and, last but not100

least, summarised in a comprehensive review alongside other approaches36. The economy of the model rests in the fact101

that, once fixed the overall number of infected, the diffusion rate of the virus is encoded in a single parameter γ . The latter102

measures the speed at which the virus spreads in the population. This value can be extracted by fitting the new daily infected103

(or equivalently the cumulated number of infections). We remark that this approach can be put in correspondence to a SIR104

model with time-dependent reproduction number R0(t)35, which fits the data better than traditional compartmental models105

with constant parameters. We apply the eRG to each variant, thus yielding a classification of their aggressiveness via a single106

quantifier: their individual γ . A visual summary of the methodology followed by our analysis is shown in Fig. 1, while more107

details are reported in the supplementary material.108

The main goal of this work is to understand the viral dynamics that characterises wave patterns stemming from infectious109

diseases like COVID-19. The eRG approach additionally offers a natural mathematical understanding in terms of dynamical110

flows of the system37, 38. Importantly, by employing ML analysis to genomic data, we discover that each pandemic wave is111

driven by a single dominant variant. The findings demonstrate that the variant dynamics is one of the main engines behind the112

emergence of wave patterns for COVID-19. This result can be used as a template for similar infectious diseases. As direct113

consequence of our studies we arrive at a novel evolutionary model for the interpretation of the virus diffusion that is mutation114

driven.115

Results116

The spike protein sequences are extracted, country by country, from the GISAID repository: the data contains the full amino-acid117

structure of the protein and a date-stamp from the laboratory where the sampling was done. The latter allows us to study the118

time evolution of each variant. Note that each genome corresponds to the dominant mutation occurring in a single infected119

individual. The dataset is pruned to remove potentially incomplete sequences. We then apply our ML approach to cluster the120

various sequences in variants. First, we computed the LM between each pair of sequences, thus counting without any weight121

the minimal number of mutations (substitutions, deletions and insertions) that are needed to transition from one sequence to122

the other. Secondly, the algorithm constructs a tree of proximity by pairing sequences that are the closest to each other into a123

higher branch. To combine branches that contain more than one sequence, we use the Ward’s method, after having checked124

that other choices do not significantly affect the results (more details in the supplementary material). The tree is completed125

when all sequences are grouped into a single cluster. To define the variants, we consider a cut in the distance so that branches126

whose Ward distance is larger than the cut are considered as separate variants. To keep the results simple, and free from127

biases, we base our analysis on the traditional Levenshtein distance between sequences, without introducing weights which128

are commonly adopted in computational biology. Furthermore, we apply the same cut to all branches. As England has the129

largest available sequencing sample, with 436.073 sequences as of the end of June, we will mainly focus on this dataset. This130

minimises statistical and sampling bias errors. After pruning, i.e. removing all sequences with less than 1.250 amino-acids and131

missing reported ones, 329.384 sequences are retained, out of which we identify 9.480 different ones.132

As a first step, we apply the ML algorithm to all sequences. The clustering is done on the dataset that contains only different133

sequences for the spike proteins to reduce the number of data points. After defining the clustering, the number of total sequences134
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Figure 1. Methodology. Schematic representation of the methodology we follow.

in each cluster is counted, after pruning, to obtain the frequency for the occurrence of each cluster over time. The results are135

shown in Fig. 2 for two choices of the cut in the Ward distance rW : rW = 50 in the left plots and rW = 100 in the right plots.136

We consider as relevant clusters only the ones that contain at least 1% of the sequences within the full dataset. We identify,137

therefore, 5 clusters for the lower cut (v0, v1a, v1b, v2, v3), and 4 for the upper cut (v0, v1, v2, v3). Increasing the cut allows138

to merge the clusters v1a and v1b into v1. Interestingly, the cluster v2 corresponds to the Alpha VoC: we have verified that139

the frequency of occurrence matches the one of the VoC tagging in the GISAID dataset, and furthermore checked that the140

most common sequence in the cluster v2 features the mutations associated with the Alpha VoC. Furthermore, the variant v3141

corresponds to the Delta VoC, which is currently spreading in the UK. We also checked that by increasing the rW cut, it is v0142

and v1 that merge into a single variant, while v3 remains separated. In the middle plots of Fig. 2 we report our estimate of the143

number of daily new infections in each clustered variant, computed by multiplying the measured frequency in the sequencing144

dataset with the reported number of new infections. We observe that each wave can be associated with a different dominant145

variant: v0 for the first wave occurring in March-May 2020; v1 for the second wave in October-November 2020; v2 (the Alpha146

VoC) for the third wave in December-February 2021; and v3 for the last wave starting in May-June 2021. This feature supports147

the hypothesis that the occurrence of a new wave is related to the emergence of a new variant.148

Before further analysing the data, we validated our method by comparing the variant definition, associated to the clusters149

in our analysis, to more standard methods used in computational biology. For this purpose, we have chosen the clade150

classification40, as defined by the Nextstrain initiative39 and embedded in the data from the GISAID repository. The Nextstrain151

clade definitions are informed by the statistical distribution of genome distances in phylogenetic clusters41, followed by the152

merging of smaller lineages into major clades. The latter is based on shared marker variants. The main difference compared to153

our analysis is that the comparison is based on the whole genome sequence, while we only analyse spike proteins. Note that the154
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Figure 2. Machine Learning results. For England, the top panel shows the time-distribution of the sequences used in this
analysis. Below, we present the results of the clustering for two choices of cut: at a Ward distance rW = 50 (left) and rW = 100
(right). The middle plots show an estimate of the daily number of new infections per cluster, compared to the ones attributed to
the Alpha VoC in the GISAID dataset. In the bottom plots, we show the percentage of sequences in each cluster.

marker variants used in the lineage merging contain specific information on proteins, including the spike. It has been noted that155

this way of defining clades provides similar results to the Pango lineage classification11, and other variations. For the UK, we156

show in Fig. 3 the frequency and number of infections assigned to each clade, where we note that GRY corresponds broadly to157

the Alpha VoC (or variant v2 in our results). These plots confirm that each wave is dominated by a single group of mutations.158

By comparing the frequencies, we also observe that our variant v1 matches the clade GV, while v0 groups all the other ones159

that mainly occurred during the first wave. We also note that our method allows to clearly identify the Delta VoC (v3), while160

in the Nextstrain clades it is associated with the clade G. This validation demonstrates that the clustering based on the spike161

protein sequences alone is able to identify relevant variants for the SARS-CoV-2.162

Variants as time-ordered cluster chains163

Having validated our method to define variants in terms of ML clusters, we now turn our attention to study the time evolution164

of the mutations and how new relevant variants emerge from the old ones. To do so, we have divided the sequencing dataset165
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for England into months, following the date tag in the GISAID repository. For each month, we run the ML algorithm on the166

pruned data to define clusters, retaining only the ones comprising at least 1% of the dataset. Then, we compare the clusters in167

consecutive months to link the ones that have high degree of “similarity”: we establish strong links if the most common spike168

sequence in the two clusters is exactly the same, and weak links if the strong link fails but the “average distance” between the169

two clusters is below a given threshold. More details on this procedure and its validation can be found in the supplementary170

material. The linkage algorithm we employ allows to define unique chains of clusters, that we associate to variants. The results171

are shown in Fig. 4 for two choices of the Ward distance: rW = 100 in the left and rW = 200 in the right plots. Interestingly, as172

in Fig. 2, we identify 5 and 4 clusters for the two choices. By comparing the plots of the frequencies and infection numbers,173

we see that the cluster chain variants defined here coincide with the ones found in the global analysis in Fig. 2, thus further174

validating our method.175

The chain analysis, however, allows us to better probe the time evolution and emergence of the variants. To do so, for the176

clusters at the beginning of each chain, we define a branching link with the cluster in the previous month that is the closest177

in terms of the Ward distance. These connections, which do not qualify as weak links, are shown in grey in the top plots in178

Fig. 4. From the case rW = 200, we clearly see that v1, which is responsible for the second wave, branched off from v0 in179

October. Similarly, v2, which corresponds to the Alpha VoC, also branched off from v0 a month later. The Delta VoC v3,180

instead, branched off from v1 in April, at the time when the links defining the chain turn from strong to weak. The three-node181

chain appearing in June corresponds to a short lived variant that appeared just after the end of the first wave, but was not able to182

ignite a new wave. By lowering the cut that defined clusters, see left plots in Fig. 4, one can see how v1 splits in two distinct,183

but closely related, chains. The Delta VoC v3 is now seen as branching off from v1b.184

These results firstly show that the phylogenetic relation between variants can be recovered by our simple ML algorithm185

applied to the spike protein sequences alone. Furthermore, we see a distinctive pattern relating the emergence of a relevant186

variant and the exponential increase in infections that ignites a new pandemic wave. A new wave only emerges when a new187

variant is generated, which has the virological strength to overcome the old ones. This is seen very clearly with v2 (or Alpha188

VoC) which spins off from v0 closely to v1 and takes over by generating a third wave. We also see the emergence of short lived189

variants that do not have the power to start a new wave and therefore die off without infecting a sizeable number of individuals.190

Epidemiological data and MeRG191

The results of our ML analysis firmly suggest that there is a strong relation between the genesis of a new relevant variant and the192

emergence of a new wave, with exponential increase in the number of infections, in the epidemiological data. In a companion193

article22 we developed a framework that can be used to describe the evolution of each variant. The model is based on the eRG194

approach by including mutations (MeRG).195

The MeRG framework models the time evolution of the cumulated number of infected by each variant in terms of a logistic
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Figure 4. Monthly ML analysis and chain variants. The clusters are linked to form chains, which are then identified with
relevant variants, as shown in the top plots. In the middle and bottom plots we show the number of daily infected and
percentage of occurrence for each variant, similarly to Fig. 2. The left plots correspond to rW = 100 while the right ones to
rW = 200. Note that the chains v2 and v3 can be associated to the Alpha and Delta VoC, respectively.

function (sigmoid), solution of the eRG equation, and given by:

Ic(t) =
Aeγt

B+ eγt , (1)

where Ic is the cumulative number of infected, γ is the infection rate (in inverse days) and A is the total affected individuals196

after the wave (per 100.000 inhabitants). The parameter B controls the timing of the wave, and is of no concern in this study.197

We recall that the parameter γ encodes the effective diffusion speed of the variant, including not only its intrinsic viral power198

but also the effect of pharmaceutical measures (like vaccinations) and social distancing measures. Nevertheless, it is possible to199

compare the value of these parameters between different variants. If the diffusion occurs under similar social conditions, this200

represents a measure of the ability of the new variant to spread and infect new individuals.201
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Figure 5. MeRG model for epidemiological data of variants. Results of the MeRG fitting of the number of infected
associated to each relevant variant. Each row corresponds to a geographical region. In the left column we show the total
number of sequencing available on GISAID (in colour the ones associated to the relevant VoC or VoI); the middle column
shows the number of new daily infected (per 100.000 inhabitants); the right column shows the percentage of each VoC or VoI in
the sequencing data. All plots show daily rates, with data smoothened over a period of 7 days. In the middle plots, the data are
shown by dots, where blue corresponds to the total and the colours show the number of infected associated to each variant. The
solid lines show the result of the fits to the MeRG model (note that only for the UK we fit the “standard variant” - in green -
with two logistic functions). In the left plots, the error derives from the expected statistical variation on the number of daily
sequences (after smoothening). For all the plots, the classification in variants derived from the GISAID data.

Thus, we used the logistic function above to fit the epidemiological data, after distributing the new daily infected to each202

variant proportionally to the variant frequency observed in the sequencing data. This procedure yields a reliable estimate of the203

diffusion of each variant. For this purpose, we use the full dataset from GISAID for the whole UK, using the VoC classification204

embedded in the data to define the variants. As shown before, this classification is equivalent to the result of our ML approach.205

The result is shown in the top row of Fig. 5, where we show the number of sequences (left plot), the new number of infections206

per variant and the result of the MeRG fit (middle) and the frequency of the VoCs (right). Note that the total numbers are plotted207

in blue, while the VoCs in colours. We considered the epidemiological data from the most recent waves, which developed208

between September 2020 and February 2021. The green curve in the middle plot shows that, after the first peak at the beginning209

8/21

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted July 24, 2021. ; https://doi.org/10.1101/2021.07.22.21260952doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.22.21260952
http://creativecommons.org/licenses/by-nc-nd/4.0/


Region standard variant variant of concern transmissibility VoC percentage
A γ AVoC γVoC VoC/VoI increase A% γ%

UK 2140(12) 0.0668(5) 2530(10) 0.0994(7) Alpha 49% 97.3(3)% 0.076(1)
− − Delta − 99(1)% 0.115(2)

South Africa 1104(2) 0.0705(4) 1161(2) 0.0904(5) Beta 28% 91.9(8)% 0.061(4)
− − Delta − 96(6)% 0.090(7)

India 717(3) 0.0358(4) 497.8(8) 0.0858(3) Alpha 140% − −
908(5) 0.0747(6) Delta 109% − −

California 4773(7) 0.0620(3) 2250(5) 0.0758(5) Epsilon 22% 59.9(6)% 0.059(4)
− − Alpha − 61.0(6)% 0.0610(2)

Table 1. MeRG fit parameters. Parameters from the fit of the VoC/VoI for the UK, South Africa, California and India, also
shown in Fig. 5. The fit follows the MeRG model, according to which each variant can be fitted by an independent logistic
function. For the UK, the “standard variant” fit corresponds to the first peak, in October-November 2020. The transmissibility
increase is computed by comparing the gamma of the VoC with that of the standard variant in the same country. For the new
variants that have not reached the peak of diffusion, it is not possible to extract reliable values for the eRG parameters.

of November, a second smaller peak developed. We describe the two with two independent sigmoids. The second sigmoid210

is subtracted from the data when fitting for the Alpha VoC data. The parameters from the fit are reported in Table1. As the211

social conditions during this period did not change substantially, it is meaningful to compare the γ parameters for the Alpha212

and Delta VoC with the other ones (in green). We observed a marked increase in the infectivity, by 49% for Alpha, which is213

compatible with laboratory tests. Interestingly, the frequency percentage for the VoCs, show in the left plot, can also be fitted214

very accurately with a logistic function in Eq. (1) as long as only one VoC dominates. The results are also reported in Table 1.215

The fit parameter γ% is a measure of how more infectious is the new VoC with respect to the previously dominant one. This plot216

also shows very effectively the switch between the two variants, occurring in May 2021.217

We repeated the same analysis for South Africa, California and India, which show very good fits notwithstanding the218

more limited sequencing statistics available on GISAID. This is clearly shown in the left plots, where we report the statistical219

uncertainly at 65% confidence level, due to the available sequencing. The results, shown in Fig. 5 and Table 1, demonstrate that220

the MeRG framework provides an excellent modelling of the data.221

Discussion222

We present a simple Machine Learning algorithm based on the Levenshtein distance that allows us to identify, classify and track223

relevant virus variants without any prior knowledge of their characteristics. While our procedure is based on spike protein224

sequencing only and is not biased by any knowledge of the probability and relevance of each mutation, the results are validated225

by comparison to other informed methods based on the complete genome. We applied the algorithm to the sequencing data for226

England, which offers the largest dataset on the GISAID open-source genome repository. The results show that the relevant227

VoCs (Alpha and Delta, in the case under study) can be clearly identified and isolated. The effectiveness of the algorithm is228

also confirmed by the data from Wales and Scotland, which have more limited numbers of available sequences. Our results229

prove that the method, based on spike protein sequences alone, is as effective as and complementary to other methods used230

in the literature. Furthermore, we designed a procedure to classify variants in terms of time-ordered chains of clusters. As231

a practical application, we applied the algorithm to the England data binned in months, and then defined links between the232

clusters independently determined for each month. This technique also allows us to define a branching link, which reconstructs233

the proximity of the new variants with previous ones. Hence, we establish that the Alpha VoC is closely related to the variant234

that first spread in Europe, while the Delta one stems from the variant that dominated during the second wave in Europe, in235

September-October 2020.236

We used the relative percentage of each variant in the sequencing dataset to estimate the number of individuals infected237

by each variant. Hence, by correlating the variant definition to epidemiological data, we discover that each new wave of the238

COVID-19 pandemic is driven and dominated by a new emerging variant, as identified by our ML analysis. This observation239

corroborates the hypothesis that there exists a strong and direct causal relation between the emergence of a new variant and of a240

new epidemic wave. We model the number of infected by use of the eRG framework. Each variant can be modelled by an241

independent eRG function, in agreement with an evolutionary theory we proposed in a companion manuscript (MeRG)22. We242

also use epidemiological data from the whole UK, California, India and South Africa to confirm the validity of the model.243
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Limitations244

The main limitation of this study is the fact that it is applied only to the sequencing data from a single region, England. This is245

justified by the fact that sequencing dataset associated to England on the GISAID open-source genome repository is by far the246

largest compared to other countries/regions. Thus, it is the only dataset that allows for reliable classification of the variants. To247

validate the results, we have also analysed the data for Wales and Scotland, as presented in the supplementary material. We248

chose the other two nations of the Great Britain island because they have a very similar epidemiological history compared to249

England, thus we would expect the same results. As such, by comparing the results we would test the reliability of the ML250

procedure alone. In fact, the results for Wales and Scotland, while less significant with respect to statistics, show the same251

patterns we obtained for England.252

Conclusions253

The results of our ML analysis are seminal to the development of a new strategy to study how SARS-CoV-2 variants emerge254

and to predict the characteristic of future mutations of the spike proteins. Furthermore, the same methodology can be applied to255

other viral diseases, like influenza, if sufficient sequencing data is available. Hence, we provided an effective and unbiased256

procedure to identify new emerging variants that can be responsible for the onset of a new epidemiological wave. The main257

novelty of our approach is that it is based on information about the spike protein alone, thus making the analysis computationally258

less intensive than more standard approaches based on the whole genome. Furthermore, no prior knowledge of the variant259

characteristics is necessary to obtain reliable results.260

The results we present here constitute a milestone for the development of a new exploratory strategy of the genesis of261

variants for coronaviruses. The time sequence definition of a variant, in fact, allows us to study the branching off of new262

relevant variants, and track the changes in the spike protein associated to the same variant over time or to stemming new263

variants. Further studies are necessary to fully exploit this information. Furthermore, the same procedure can be applied to264

other countries for the COVID-19 pandemic, if sufficiently extensive sequencing datasets are available. We also plan to apply265

the same analysis to other viral infectious diseases.266

Our ML strategy is a new tool that can help preventing and forecasting the emergence of new epidemic waves by offering267

a simple and computationally light procedure to identify new relevant variants. Hence, it can be used by decision makers to268

define short and long term strategies to curb the current COVID-19 pandemic or future ones.269
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Supplementary material368

S1 Theoretical modelling of variant diffusion369

The current paper deals with the time evolution and spread of different variants of SARS-CoV-2 in a given population. A370

theoretical study of the underlying processes in the framework of the epidemic Renormalisation Group (eRG) approach19 has371

recently been presented in a companion paper22. In this section, we shall briefly review the relevant formalism.372

The eRG approach is inspired by the running of fundamental couplings as a function of the energy scale in particle physics.373

Originally proposed19 as an effective description of epidemic diffusion processes organised around time-scale invariances,374

it has been extended to account for geographic mobility across different countries20, the multi-wave structure of the SARS-375

CoV-2 pandemic38 as well as the impact of the US vaccination campaign34. The predictive power of this approach has been376

demonstrated by accurately describing the impact of non-pharmaceutical interventions38, 42 and predicting the starting date of377

the second wave in the fall of 2020 in Europe21. An interpretation of the eRG approach as a time-dependent SIR model has also378

been discussed35, while the relation to other epidemiological approaches has been discussed at great depth in this review36.379

In the companion paper22, the eRG framework has been further extended to describe the time evolution of two different
variants of a disease. An epidemic coupling strength αi(Ic,i) is introduced for each variant (here i = 1, . . . ,n labels the n different
variants). The latter is a function of the cumulative number of individuals Ic,i that have been infected by this ith variant. The
time evolution of the different variants is then described by a set of β -functions

−βi(Ic,i) =
dαi

dt
, ∀i = 1, . . . ,n , (E1)

which constitute the core of the Mutation eRG (MeRG) approach. Inspired by the numerical study of a compartmental model
and empirically validated by comparing with data from California, the United Kingdom and South Africa, the β -functions were
written in the form of gradient equations22 ( in detail for the case n = 2)

−βi(Ic,i) = ∇i Φ(Ic, j) , with
∇i =

∂

∂ Ic,i

Φ(Ic, j) = ∑
n
k=1 I2

c,k
γk
2

(
1− 2 Ic,k

3Ak

)
.

(E2)

Here, γk is a measure for the infection rate and Ak is the asymptotic number of individuals infected by variant k. Solutions
of the β -functions (E2) give cumulative numbers of infected individuals as functions of time for each variant that follow a
logistics function

Ic,i(t) =
Ai

1+ e−γi(t−κi)
, (E3)

where κi is a parameter that governs the time of appearance of the variant. For given i, the function βi in (E2) has two zeroes,380

namely Ic,i = 0 and Ic,i = Ai, corresponding to the complete absence of the variant i or the eradication of the latter, in the sense381

that there are no more infectious individuals left carrying it. The complete set of β -functions (β1, . . . ,βn) has 2n fixed points382

and the epidemic is described by the flow equations connecting (some of) them.383

S2 Machine Learning algorithm384

We employ a Machine Learning algorithm based on the Levenshtein distance between spike protein sequencing. The procedure385

can be grossly divided into three steps, which we describe in detail below. All the python codes are provided (see link in386

the main publication), with reference to the main libraries provided in this material. While in this work we mainly focus on387

England, due to the larger dataset, and other nations of Great Britain, the ML codes can be run on any dataset, for different388

countries or regions of the world.389

S2.1 Extraction and pruning of the raw data390

The raw data are downloaded from the GISAID open-source repository (registration required) in the form of “fasta” files, which391

contain information on samples from COVID-19 infected cases. The files contain the full genome, including the spike protein392

sequences, but also the date when the sample was taken, the laboratory where it was analysed and the geographic information393

about the country or region of origin of the sample. This additional information allows to separate datasets based on a specific394

geographical origin, and sample them in time.395

In this work, we focus only on the spike protein sequences. The data contains sequences with un-identified amino-acids396

(labelled with an X) and sequences with missing pieces (thus, with unusual lengths). The spike protein of the early SARS-CoV-2397
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sequences have 1271 amino-acids. Hence, to remove data with missing pieces, we only keep sequences with at least 1250398

amino-acids. Furthermore, we dismiss all sequences containing at least one X in the sequence. This pruning allows us to work399

only on a high purity dataset. The number of sequences before and after the pruning for England, Wales and Scotland are listed400

in Table T1. After the pruning, a significant number of sequences are in the dataset, many of which contain the same sequences401

for the spike protein. To accelerate the next step in the analysis, it is convenient to remove repetitions and thus only work on a402

dataset containing only different sequences (see right column in Table T1). In particular, this is necessary when we do a global403

analysis of the whole dataset, while the time-sampling automatically reduces the number of sequences in the dataset.404

Raw sequences After pruning Different sequences (after pruning)
England 436.073 329.384 9.480
Wales 36.423 24.761 1.101
Scotland 56.950 42.302 1.514

Table T1. Number of sequences in the datasets for England, Wales and Scotland before and after the pruning and selection.

The extraction and pruning of the data is done by the python program extraction_country.py, where the name of405

the country or region needs to be specified in the first lines of the program. The output is as follows:406

• The list of the strictly different sequences as a text file country_seq_ass.txt.407

• A csv table country.csv were lines correspond to selected sequences. The first column contains the date, the second408

the corresponding sequence in reference to the text file already saved and finally a column labelling the VoC or VoI the409

sequence belongs to, according to GISAID.410

• A list of the different labs contributing to the sequencing.411

Note, in passing, that the pruning could be by-passed by modifying the distance calculation in such a way that the presence412

of incomplete sequences is properly taken into account. This would require a more complex and optimised procedure. For our413

purposes, we wanted to remain as unbiased as possible, thus we opted for the pruning and decided to work with a dataset of the414

highest purity.415

S2.2 Computation of the distance matrix416

The output of the previous step is a list of strictly different spike protein sequences, with a record of their multiplicity in the417

dataset under study. At this stage, we need to compute the Levenshtein distances between them. This computation yields a418

symmetric matrix with zeros on the diagonal, such that only a triangular matrix needs to be computed on the data.419

To efficiently compute the Levenshtein distances, we use the library polyleven. For this purpose, we created the python code420

Launch_distance.py, where a specific country or region has to be specified at the beginning of the file. The program calls421

distance.sh and distance.py, thus the process is multicore and very fast. The various lines of the upper triangular422

matrix are saved in the subfolder create as separate binary files. Launching now concatenation.py will load them all423

and save a single file containing the complete distance matrix, while the temporary files are deleted.424

Note that to speed up the computation of the distances, we only considered strictly different spike protein sequences. This425

avoids repeated computations. Yet, the construction of the proximity tree, which will be the task of the next step, may depend on426

the multiplicity of each sequence in the starting dataset, as we will see. Hence, the program concatenation.py outputs two427

different distance matrices: country.binwhere only strictly different sequences are included, and country_complete.bin428

where the multiplicity of the sequences are taken into account by copying multiple times the corresponding lines in the table.429

Thus, the latter contains a much bigger distance matrix than the former.430

S2.3 The proximity tree431

To create the proximity tree, various libraries are at our disposal. We chose to adopt the hierarchical clustering algorithm from432

the scipy library as it is easy to work with and adaptable. The only needed input is the distance matrix. For the algorithm,433

each initial sequence, i.e. a line or column of the distance matrix, is a leaf. The library then groups the leaves into branches434

based on the Levenshtein distance between them, as specified in the input file. To calculate the effective distance between435

branches, various methods are available, and they need to be selected. We anticipate that some methods are not sensitive to the436

multiplicity the identical leaves (which have distance zero among them), while others are.437

The algorithm constructs the proximity tree starting from the leaves: hence, for a sample with n leaves (i.e. a n×n distance438

matrix as input), the code considers an initial state with n branches containing a single leaf each. Hence, the steps consist in439

regrouping 2 branches together forming a new branch. Naturally, there can be at most n−1 of those steps. At any step, the two440
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branches that are chosen to be regrouped (let us call them A and B) are the ones that have the smallest distance between them.441

Such distance dis(A,B) is computed in terms of the Levenshtein distance d(x,y) between leaves on the two branches (x and442

y being a leaf from A and B respectively). Here is where different methods to compute the branch distance dis(A,B) can be443

employed. The most common choices are:444

• Single Linkage Clustering, where

dis(A,B) = minx∈A , y∈B d(x,y) . (E4)

This method is insensitive to the multiplicity of identical leaves, thus one can use the file country.bin as input.445

• Complete Linkage Clustering, where

dis(A,B) = maxx∈A , y∈B d(x,y) . (E5)

As before, this is independent on the leaf multiplicity.446

• Unweighted Average Linkage Clustering, where

dis(A,B) =
1
|A||B| ∑

x∈A , y∈B
d(x,y) , (E6)

where |X | is the number of leaves in the branch X . This method is sensitive to the multiplicity of identical leaves, thus is447

requires country_complete.bin as input.448

• Ward’s Method, an agglomerative clustering method based on the measure of the average squared distance of points
in the cluster to its centre of gravity, or centroid. Hence, the effective distance between two branches is defined by the
increase in the above measure in the merged cluster with respect to the two separate ones. In practice:

dis(A,B) =
|A||B|
|A|+ |B|

[
∑

x∈A , y∈B

d(x,y)2

|A||B|
− ∑

x,x′∈A

d(x,x′)2

2|A|2
− ∑

y,y′∈B

d(y,y′)2

2|B|2

]
. (E7)

This method is sensitive to the multiplicity of identical leaves, thus it requires country_complete.bin as input.449

Note that we also used this method on the distance matrix country.bin to speed up the computation.450

At each step, the algorithm joins branches together, until all leaves are grouped together. This approach can be schematically451

represented by a dendrogram tree, as shown in Fig. F1. This step is executed by the program linkage.py. In order to define452

clusters and variants, we need to define a threshold in the effective distance, which will therefore be equivalent to a horizontal453

cut of the tree branches. In practice, all clusters whose effective distance is larger than the threshold are used to define the454

variants. The value of the threshold needs to be determined each time, as it crucially depends on the measure that is employed,455

and on the samples. Once the threshold is fixed, the clusters and their time evolution can be obtained. This is done by the456

executable called time.py.457

S3 Linkage Analysis458

Data from GISAID repository has been grouped on a monthly basis for the England, Wales and Scotland datasets, as shown459

in Table T2. Despite the rather large number of monthly recorded data, we found sequences with high replica rate, thus the460

percentage of different sequences over the whole dataset is also reported in the Table T2 and shown by the orange line in461

Fig. F2. It has been noted that the most frequent sequence always represents a remarkable amount of the whole dataset, as462

shown by the blue line in Fig. F2 for the England dataset. Furthermore, the Levenshtein distance between the most frequent463

sequences in two consecutive months is always equal to 0 (i.e., the same sequence is dominant) with the exception of months 9464

and 11. This last month clearly represents the overtaking of the Alpha VoC B.1.1.7 over the previous ones. For each month the465

same hierarchical clustering algorithm described above based on the Levenshtein measure (LM) has been applied. Here the two466

main parameters to take in account are the clustering threshold (Ward distance) that mainly acts on the size of the clusters and467

the cut on the minimum amount of data that is needed to define a cluster. Detailed studies have been made to find the right trade468

off between the number of clusters and the coverage of the dataset.469

We define the threshold based on the Ward distance, rW , as defined in the previous section. The coverage cut-off is defined470

in terms of a minimum percentage of the whole sequence dataset (per month) that is covered by each branch above threshold.471
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Figure F1. Dendrogram three for the England dataset, for month 9 (September 2020), built using the Ward’s method. On the
y-axis we show the effective distance between two clusters at the point when they merge. The branches in colour represent
more than 1% of the total number of sequences for a cut at Ward distance 100.

Figure F2. Dataset coverage of the most common sequence and different sequences in GISAID (England dataset).

Only branches above the cut-off are retained to define clusters. For each given threshold value rW , the coverage of the dataset472

decreases while the cut-off value increases, hence increasing the coverage would require pushing the cut-off towards smaller473

values. However, the cut-off choice must take into account the large increase in the number of (small) clusters. The dataset474

coverage and number of clusters as functions of the threshold (Ward distance) are shown in Fig. F3. Quite independently of the475

month, the number of clusters is almost stable for any cut-off in the [10−2,10−1] range, while for smaller values it shows a476

linear increase. Thus we choose to set the cut-off value to 10−2 to maximise the mean coverage of the dataset (mean coverage477

> 90%). Moreover it has been found that the mean coverage is almost stable for any threshold in the range [50,200] while the478

number of defined clusters decrease with the threshold value, as shown in Fig. F4. Thus the default working point has been set479

to threshold value of rW = 100 and a cut-off of 10−2.480
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Month England Scotland Wales
1 2 (100%) 0 0
2 64 (9%) 0 1 (100%)
3 3944 (5%) 1109 (5%) 965 (5%)
4 7335 (6%) 1923 (6%) 2178 (5%)
5 2204 (10%) 306 (12%) 866 (7%)
6 5079 (6%) 58 (24%) 425 (7%)
7 2026 (9%) 67 (9%) 102 (11%)
8 4429 (8%) 937 (8%) 210 (15%)
9 9499 (6%) 1592 (6%) 1275 (6%)
10 19634 (6%) 1740 (8%) 2732 (5%)
11 23431 (7%) 602 (11%) 2497 (6%)
12 25339 (6%) 1161 (9%) 3989 (6%)
13 46685 (5%) 2196 (8%) 3508 (6%)
14 39326 (5%) 4600 (6%) 2769 (7%)
15 49545 (4%) 9655 (3%) 1958 (7%)
16 24057 (5%) 4800 (5%) 689 (12%)
17 24335 (4%) 6263 (3%) 301 (10%)
18 16133 (5%) 3638 (5%) 98 (12%)

Table T2. Number of GISAID recorded sequences from January 2020 (Month 1) to June 2021 (Month 18).

Figure F3. Dataset coverage (left) and number of clusters (right) with respect to threshold (Ward distance) value.

S3.1 Time-series sequences481

To define and follow the time evolution of a given candidate variant, we build time-series of clusters starting from month 1482

using the following algorithm:483

• For each cluster in month i we selected the most frequent sequence and we tried to find a cluster with the same sequence484

in month i+1 (strong link). We iterate to build a path until the procedure fails or the last month is reached.485

• If the strong link association fails but we still have clusters in consecutive months that are free from strong links, we486

connected them provided that the distance is less than a given threshold. If two clusters converge to the same node we487

keep the nearest one (soft link).488

The threshold cut used for the soft link definition has been optimised looking at the distribution of the distances between489

clusters connected with strong links, as shown in Fig. F5. To preserve the topology based on the LM we choose the soft link490

threshold as the maximum distance found for a strong link.491

We define a chain as a list of consecutive clusters connected by strong or weak links as best candidate to study the492

evolutionary paths of a candidate variant. For each well defined chain we also assign a branching link taking the first cluster493

of the chain and associate it with the cluster in the previous month that is the closest in terms of the Ward distance. In the494

following we assign as chain identification number the one of the first cluster in the chain.495
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Figure F4. Dataset coverage (left) and number of clusters (right) with respect to cluster threshold value

Figure F5. Strong link (left) and weak link (right) distances.

S3.2 Results for England, Scotland and Wales496

Chains (as candidate variants) for England, Wales and Scotland are shown in Fig. 4 (left plots) and F6, for the same threshold497

rW = 100. For England, chains #1 (v0) and #18 (v2) clearly correspond to the original variant and to the Alpha VoC (B.1.1.7),498

while the chain #37 (v3) matches the Delta VoC.499

We also found two other relevant chains, namely chain #11 (v1a) and chain #13 (v1b). Using the branching link it is500

possible to track also the evolutionary path of each single variant candidate. The Alpha VoC is clearly connected to the chain501

#1 via cluster #15 (indeed we found about 70 sequences of Alpha VoC in cluster #15). Similarly, the chains #11 and #13 are502

connected to the original strain and it is likely that they appeared before of the Alpha VoC. Similar results have been found503

using Scotland (and Wales) data in Fig. F6, where chain #1 corresponds to the original variant and chain #11 (#11 for Wales504

data) to the Alpha VoC B.1.1.7 and chain #18 (#20 for Wales data) to the Delta VoC B.1.617.2. Results for the variant frequency505

and daily cases are shown in Fig. F7 and F8 for Scotland and Wales data.506

A comparison of the evolutionary path of the England chains suggests a competitive mechanism between variants. To507

further investigate this we study the spread of a chain using the distance between consecutive clusters, as shown in Fig. F9.508

The original variant and the Alpha VoC show more stable and lower distance values with respect to chains #11 and #13, thus509

suggesting that such variable can be used as an early discriminant between different evolutionary paths of variants. Namely,510

variants that show smaller distances between consecutive clusters appear to be more stable and able to ignite epidemiological511

episodes of exponential increase (waves). A comparison of the evolutionary path for the original variant and the Alpha VoC for512

England, Wales and Scotland is also shown in Fig. F10.513
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Figure F6. Chain results as candidate variants for the Scotland dataset (left) and the Wales one (right). Strong links (black
line) and soft link (red line) are reported. Branching links (gray line) where defined are also shown.

Figure F7. Frequency and daily cases for chains as candidate variants (Scotland)

Figure F8. Frequency and daily cases for chains as candidate variants (Wales)
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Figure F9. Distances between consecutive clusters for chain #1 (original strain, upper left), #18 (Alpha VoC B.1.1.7, upper
right), #11 (bottom left) and #13 (bottom right)
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Figure F10. Time evolution comparisono for chains associated with the original strain (left) and Alpha VoC B.1.1.7 (right)
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