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Abstract

An operationally implementable predictive model has been developed to forecast the
number of COVID-19 infections in the patient population, hospital floor and ICU
censuses, ventilator and related supply chain demand. The model is intended for
clinical, operational, financial and supply chain leaders and executives of a
comprehensive healthcare system responsible for making decisions that depend on
epidemiological contingencies. This paper describes the model that was implemented at
NorthShore University HealthSystem and is applicable to any communicable disease
whose risk of reinfection for the duration of the pandemic is negligible.

Introduction

Upon its emergence in 2020, the COVID-19 pandemic presented immediate challenges
to the operation of NorthShore University HealthSystem, a comprehensive regional
healthcare system located in the northern part of Chicago, IL, and its suburbs. The
need to forecast the expected demand on floor and ICU beds, ventilators and requisite
supplies became pressing at the onset of the disease. The lack of reliable population
data posed additional difficulty in implementing a usable model. Additional constraints
of robustness, distributability and transparency imposed further requirements on the
choice of the governing equations, solution algorithm and software implementation.
During the initial stage of the pandemic, the model was delivered to the operational
stakeholders daily; as time progressed, the frequency of dissemination was changed to
once or twice a week, depending on the severity of the situation.

At the onset of the pandemic, the Clinical Analytics team was tasked with providing
a reliable, scalable solution relevant to the local epidemiological situation [6]. While
abundant literature exists on the theoretical aspects of the problem [1] — [5], [10] — [20],
few specific worked examples that could be used by practitioners for immediate
implementation are widely availableﬂ While most of the existing publications that offer
applicable practical solutions focus on country-wide statistics |25], those dealing with
local conditions are scarce. In order to find a satisfactory answer to this challenge, we
had to quickly construct a flexible, scalable model easily adaptable to rapidly changing

1For a concise but comprehensive description of challenges facing a researcher attempting to develop
a workable model see, e.g., |27]
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conditions that could be quickly communicated to a growing number of stakeholders
while affording them an opportunity to create area-specific ”back-of-an-envelope”
analyses suitable for their needs. This task was accomplished by augmenting the
industry-standard SIR model [1] with bootstrapping estimates and interpolation and
extrapolation approximations of patient flow dynamics. The resulting model was robust
enough to exhibit accuracy sufficient for predicting floor, general intensive care unit
(ICU), ventilator census and mortality up to two weeks in advance. The main
accomplishments of the foregoing approach were the ability to quickly adapt the model
to the observed coefficient of transmission (Rp) prevalent in the hospital service area,
compute the forward expected length of stay on the hospital floor, in the ICU and on
the ventilator, and incorporate actual and projected vaccination rates into the model.

The paper is organized as follows. First, we review generally accepted modeling
principles for forecasting the progression of the disease (COVID-19). Next, we provide
empirical formulas for approximating dynamically observed rates of hospitalizations,
ICU and ventilator placement, mortality and vaccination. Following that, we present
the results and discuss their accuracy. We conclude with a summary of findings and
directions for further research.

Materials and methods

General equations

The most widely accepted practical approach to modeling the spread of a highly
infectious communicable disease is the Susceptible-Infected-Recovered (SIR)

model [1], [2] with a time-dependent coefficient of transmission 3] and vaccination
effects. From the practical standpoint, the need to develop a workable model prior to
the publication of 3], as well as the need to have a robust, distributable software
solution, necessitated the adoption of a simplified time-dependent fornﬂ

—(BOSOI(E) + V(1))dt, (1)
(B@)S() —I(t)dt, (2)

ds(t)
dI(t)

where

S(t) - fraction of the population susceptible to the disease,

I(t) - fraction of the population currently infected with the disease,
B(t) - coefficient of transmission,

V(t) - fraction of the population that has been vaccinated,

~ - fraction of the infected population removed from further consideration due to
(permanent) recovery or death.

We are not concerned with the dynamics of the recovered population, and hence leave
the "R” term out of Eq. (I]-[2). Since the dynamics for 3(t) and V/(t) are not known
beforehand, they are not included in the differential equations as separate terms, and
are instead left to be determined at a later discretization stage. For simplicity, we
disregarded mobility considerations reviewed in [24] and [28].

INote that the time dependency of 8 precludes the use of an analytical solution described in [4].
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Numerical solution

Data extrapolation and scenario analysis

At the onset of the pandemic, there is no reliable way to determine the true number of
infected patients and hence the transmission coefficient 5(¢). While initial attempts
were made to infer likely epidemiological dynamic from countries where the initial stage
had by that time already passed [5], the validity of this approach was questionable even
at that time since different locales exhibited different curve characteristics. In view of
this, the approach adopted for the purpose of constructing a robust model applicable to
local conditions was as follows:

1. assume that the number of observed NorthShore (NS) cases reflected the actual
count of the disease in the populatiorﬂ

2. extrapolate the evolution of §(t) implied by the historical dataﬂ

3. repeat [1] - [2| for the Chicago / Cook / Lake county (CCL) area containing the
majority of the NS catchment area;

4. construct a dynamic (time-dependent) ratio of NS to CCL cases and assume that
it accurately reflects the proportion of CCL patients attributable to NS;

5. solve Eq. (1]-[2) separately for CCL and NS;

6. use the minimum and maximum case number estimates from step [5| as boundaries
for the expected number of NS cases.

Specifically, for step 2, we need to find the value of 8(t) that delivers an exact solution
to (1}-[2) at ¢ (more on this in subsection below). We can do this by equating the
number of newly discovered cases in the NS population less the number of those newly
vaccinated to the instantaneous decline in the susceptible populatiorEI:

dI (t) = lim I(t+ At)—I(t) = —dS(t) —dV(t) . (3)
At—0
Eq. applies to the CCL population as well.

Numerical solution of the SIR equations

Conventionally, (|1|-[2]) are solved numerically using the 4-th order explicit Runge-Kutta
method [7):

ki = — (BOSOIM) + V(1)) (4)
L= (B)S() —7) I(1) (5)

)
ky = — {5@) <S(t) + ;kl) <I(t) + ;‘zl> + V(t)] : (6)
(

0 (S(t) + Zk;1> _ 7} {I(t) + ’;zl} , (7)
_ {3@) (S(t) + Zkg) (I(t) + 212> + V(t)] 7 ()

Iy = [ﬁ

ks

1While this was certainly not the case initially, the accuracy of that number increase over time as
testing became more prevalent and comprehensive; moreover, it is fair to assume that those inaccurate
numbers reflected the qualitative dynamic of the pandemic.

2Initially, piecewise-constant; subsequently, polynomial or 7-day moving average

3Since susceptible population is monotonically decreasing, i.e., dS(t) < 0, —dS(t) > 0 represents the
number of patients who have been infected or vaccinated at time t.
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Iy = [ S(t) + k2> —7} [I(t) - glg} , 9)
ka = — [B(t)(S(t) + hks)(I(t) + hls) + V(1)] , (10)
la = [ (t) (S(t) + hks) —~][I(t) + hls] , (11)
S(t+h)=S5@) + g (k1 + 2k + 2ks + k4] (12)
I(t+h) = I(t) + ﬁ [y + 2+ 205+ 1] . (13)

The Runge-Kutta method (4] - is explicit and therefore inherently unstable, however,
it is conventionally applied for h = 1. The justification of this can be found, e.g., in [8].

Estimating the number of potential NS patients

Eq. -12) are written in terms of population percentages, i.e.,

S(t)

S(t) = NG (14)

0= 3y (15)
V(t)

( ) = W ) (16)

where

S(t) - NS population susceptible to the disease,

Z(t) - NS population currently infected with the disease,
V(t) - NS population that has been vaccinated,

N(t) - NS population at time ¢.

In order to estimate N (t), we assumed that the current proportion of NS cases relative
to the observed CCL cases is indicative of the fraction of the CCL population that
potential NS patients represent. In other words,

AZins(t) _ N(t)
Aliccr(t)  Necor'’

where

AT, ns(t) - newly discovered NS cases at time ¢,
AT ccr(t) - newly discovered CCL cases at time ¢,
Neer - CCL population (deemed constant).

The left hand side of is time-dependent. This seemingly contradicts the static
assumption for N implied by the form of (|1} - . One could, at least partially, refute
this objection by pointing out that NV is an estimate at time t of the true NS population.
It is presumed to approach the exact (steady-state) value asymptotically In fact, as can
be inferred from Fig |1} empirical data suggests exponential decay of that can be
approximated by
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Fig 1. The ratio of NS and CCL populations. z-axis: elapsed time in days since
March 10, 2020 (first identified NS case); y-azis: NS / CCL population ratio less 0.452
(asymptotic limit).

N
Nccer

() = a+ Bebt | (18)

where

a>0,8>0,u<0 - empirically determined constantsﬂ

a=0.452,8 = 1.61,u = —0.012.

— on the floor but not in the ICU (and not intubated; lower acuity);

— in the ICU but not intubated (elevated acuity),

U.S. Census Bureau ﬂgﬂ estimates the population of the CCL area to be 5,846,768
residents as of July 201@ From , we can obtain the population estimate for NS to
be approximately 392,000.

Projecting the number of hospitalizations, ICU and vent place-
ments and deaths
In order to forecast the number of patients requiring general beds, ICU placement or

intubation, we assume that, at any given time, a patient can be observed in any of the
following states:

1The presented empirical fit was performed on the data between Oct. 31, 2020 and May 30, 2021.

2The latest data available at the time of writing.
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intubated (highest acuity).

The flowchart in Fig. [2| represents the progression of a hospitalized patient through his
or her stay in the hospital. The following simplifying assumptions have been made:

floor (lower acuity), ICU and intubated patients are accounted for separately, i.e.,
those are mutually exclusive groups;

a patient is initially placed on the floor. If their condition is grave, transfer to
ICU and / or intubation occurs (almost) instantly;

upon deterioration, a patient proceeds from the floor to the ICU to intubation.
No stages in this sequence are skipped, but a patient can spend almost no time in
any state and be transferred to a higher acuity stage instantlyﬂ

upon improvement, a patient proceeds from intubation to the ICU to the floor as
applicable. No stages in this sequence are skipped but a patient can spend almost
no time and be transferred to a lower acuity stage instantly;

there is no formal restriction on how many times a patient can deteriorate or
improve.

Under those assumptions, the state equations describing the population dynamics inside
the hospital are

Np—1
AH_ r(t
Hir(t; Np) zgo +r(t:) T e _ 7
Zins(t; Nr) o Negt 1 0SS S Eapt S
Hp(t) = Z;O AT ns(ti) , (19)
1 Np—1
— Z Hr(t), tNp—1>T
Nr o
Nicy—1 AN
t:
Hircu(t; Nicu) =0 +1ou(t) Thcm b <t T
Hop(t;Nicy) — Nigg—! PO T Neu =L BT A
Hicu(t) = = AHr(Li) . (20)
i=
Ly
Hicu(t:), tNyop—1>T
Nricv =
Nyent—1
AH 4 pent(t;
HJrvent(t;Nvent) _ 1;) +U€Wt( Z) T <=1ty <t <= T
H+ICU(t;Nvent) N Nuent—1 ’ 0 - Noene =1 N ’
Hyen () = 2 AHyrcu(ts) ,(21)
i=
1 N’uent_l
N Z Hvent(ti)a tN,,em—l >T
vent —0
ti =t;_1+ At.
where
Nr - length of lookback period for floor patients (at the time of this writing, 14 days),
n other words, if a severely ill patient expires without being transferred to the ICU and / or being

intubated, we consider that patient to have instantaneously transitioned through those two stages to
mortality.
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Fig 2. Progression of a hospitalized patient through their stay.
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Nicu - length of lookback period for ICU patients (14 days),

Nyent - length of lookback period for ventilated patients (14 days),

Hp(t) - hospitalization rate at time ¢,

Hip(t; Np) - total number of new patients placed on the floor during the lookback
period N,

Zins(t; Np) - total number of new infections identified among NS patients during
lookback period N,

Hicu(t) - ICU placement rate at time ¢,

Hircu(t; Nrou) - total number of new patients placed in the ICU during lookback

period NICU;

Hop(t; Nrcu) - total number of new patients placed on the floor during the lookback

period NICU;

Hyent(t) - intubation rate at time ¢,

Hvent(t; Nyent) - total number of new patients placed on the ventilator during

lookback period Nyent,

Hoircvu(t; Nyent) - total number of new patients placed on the floor during the lookback

period Nvent )

AHp(t) - number of new patients placed on the floor at time t,

AHircu(t) - number of new patients placed in the ICU at time ¢,

AH 4 pent(t) - number of new intubations at time ¢,

Ty - time of the start of the pandemic,

T - time of observation ("today”).

Setting t = tn, =tn,op = tN,..,, 1-€., setting the length of the lookback period Np to
be the same for all three groups of patients, Ng = Ng = Nrcy = Nyent reduces -

to

Hrcy(t) =

Hvent (t) =

Hyr(t; Np)
Zyns(t; NB)’

1
N Z Hp(t), tnp-1>T

Np—1

=0

Hircu(t; N)
Hop(t;Np) ’

H-l—vent(t; NB)
Hyrcu(t; Np)'

1
Np

Np—1

Z H’Uent(ti)7

=0

Ty <=1p < tNg—1 <= T,

Ty <=ty < tNg—1 <= T,

tNB,1 >T

To <=ty < INg—1 <= T,

tNB—l >T

(23)

(24)
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In other words, hospitalization, ICU and vents rates are computed exactly as rolling

N-day averages up until the current time, and then extrapolated as averages over
same time period going forwardﬂ
The numbers of hospitalizations, ICU and vent placements are specific to the

the

population served by a healthcare system and can be extrapolated to other entities only
with caution. At the beginning of the pandemic, state-wide and regional data was either
not available or unreliable thus necessitating an approximation using NS census and

deaths. In doing so, the number of patients entering the hospital floor, ICU units
being intubated was assumed to be proportional to the observed number of cases.
In order to predict the counts (censuses) of the patient population currently

and

hospitalized, placed in the ICU and intubated, it is necessary to model the flow of

patients through each of those units. This can be done by backing out

("bootstrapping”) recovery rates from the observed population dynamics as follows:

(nrt) = DH-p(t — At) + H_r(t),
AH_rcu(t) = (nrcv(t) = D)H_rcu(t — At) + H_rcu(t) ,
(

Hp(T)=Hp(T —AT)+ AH p(t) — AH_p(t),
Hicv(T) =Hicv(T — AT) + AHyicv(t) — AH_rcu(t) ,
Hoent(T) = Hopent (T — AT) + AH 4 pent(t) — AH _pent(t) ,
AH, p(t) = Hp(t)AZins(t)

AH rou(t) = Hiou () AH (1) ,
AH vent(t) = Hyent () AH 1 1cu(t)
)
)
)

where

Hp(T) - floor census at time ¢,

Hicu(t) - ICU census at time ¢,

Hyent(t) - number of ventilated patients at time ¢.

Hp(t) - hospitalization rate at time ¢,

Hicy(t) - ICU placement rate at time ¢,

Hyent(t) - intubation rate at time ¢,

AH_p(t) - number of patients remove(ﬂ from the floor at time ¢,
AH_jeop(t) - number of patients removecﬂ from the ICU at time ¢,

AH _yent(t) - number of extubationsﬂ at time ¢,

(25
(26
(27
(28
(29
(30
(31
(32
(33

R N S N e

Nr - length of lookback period for floor patients (at the time of this writing, 7 days),

Nicu - length of lookback period for ICU patients (7 days),

Nyent - length of lookback period for intubated patients (14 days),

11t does not appear possible to define those rates smoothly since the calculation of the rate itself
depends on the predicted number of affected patients which, in turn, depends on the rate creating a

”circular reference”.
2Due to discharge, placement in the ICU or death.
3Due to return to the general floor population, intubation or death.
4Due to extubation or death.
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pr(t) - observed floor removal rate at time ¢,
prcu(t) - observed ICU placement rate at time ¢,
Uyent(t) - observed extubation rate at time ¢.

Eq. - can be used to determine the values of pp, proy and pyent for t < T. For
t > T, moving average extrapolations are used (cf. - ):

1 Np—1
t) = — t;), 4
TUES =D WAL (34)
1 Nricu—1
t) = tl )
prcu(t) Nico ; picu (ti) (35)
1 Nyent—1
Hvent(t) = N ,vaent(ti) » (36)
vent i=0

t=tNy = tNjer =Ny 1 ti = tic1 + At .
Following the patient flow assumptions reflected in Fig. [I} mortality rate is computed as

N
;M(ti)

M(t) = , (37)

N

> Hicu(ts)
i=0

where

M (t) - mortality rate at time ¢,

M(t) - cumulative number of deaths at time ¢,

t =ty - current time

Projecting vaccination rates

Vaccination rates in the CCL area at the time of this writing followed a quartic
trajectory with remarkable accuracy, as shown in Fig.
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Fig 3. CCL vaccination rates, Jan. 3. - May 30, 2021.

Empirically, the shape of the quartic parabola is determined using the usual least
squares best fit to beEl

Vg%L(t) = —5.667435 x 1072 t* 4+ 7.590466 > — 3.619223 x 103 ¢
+7.302425 x 10° ¢t — 5.232056 x 107 . (38)

Imposing the upper limit of 100% of the population and requiring that the number of
vaccinated individuals be monotonically nondecreasing, we obtairﬂ

Vecor (t) = min |:NCCL7 maX(V((;l()JL (t), Vecor (t — At)):| . (39)

The number of fully vaccinated NS patients is then obtained from as

VNs(t) = N

= Neor, (t) VCCL(t) . (40)

Results and discussion

Worked example

In the example below, we assume that CCL population is 5,846,768, relevant NS patient
population estimated by is 392,000 and infection transmission period 1/y = 15. We
set the pandemic start date to March 10, 2020.

IThe number of significant digits here is extended for consistency.
2Based on the official CCL vaccination data from Jan. 3, 2021 to May 30, 2021.
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The date for this example was arbitrarily chosen from past history with the
requirements that the number of new cases, patient admissions and censuses on the
floor, in the ICU and attached to a ventilator be reasonable large to avoid instability
and that the trajectory of the pandemic be fairly well established.

NS case and admission data as of Feb. 26, 2021 is presented in Table

The last row of the table is incomplete because, while reliable case data is generally
available up to and including the next-but-last day, case and hospitalization data is
relatively reliable for the preceding day.

Calculations for the Runge-Kutta implementation of the model for CCL as of Feb.
26, 2021 are presented in Table [2] and for NS they are displayed in

With the line corresponding to the date of 2/24/2021 as an example, the algorithm
proceeds as follows:

1. Using Excel Solvexﬂ (or any other optimization routine), find the value of 5 on the
preceding day that minimizes the square of the residual between the predicted and
observed number of cases at time ¢:

B(tifl) = argmin(I(to,ti) — I(to,ti))Q y (41)
i-(to,ti) = j-(to, ti—l) + [(S(tl) — S(ti_l)
= (V(tim1) = V(ti2))IN(t:) ,i=2,L ,tp =t (42)

where

Z(to,t;) - predicted camulative number of identified positive cases from the
beginning of the pandemic ¢y to time ¢;,

Z(to, t;) - actual cumulative number of identified positive case from the beginning
of the pandemic ¢y to time ¢;,

N(t) - NS population at time ¢; (i.e., the asymptotic limit of )

t; - current time at the i-th time step.

The value of 8 at which this minimum is achieved corresponds to the preceding
time step, 2/23/2021, and is equal to 0.04§ﬂ

2. Compute the transmission rate

Ro(t;) =

é,z‘zZ,L,tht, (43)
5

for future reference (% = 15 days, Ry = 0.043 x 15 = 0.65).

3. Compute the NS susceptible rate (cf.

S(ti) = S(ti—1) + k(ti—1)dt (44)
k(ti—1) = % [k1(ti—1) + 2ka(ti—1) + 2ks(ti—1) + ka(ti=1)] , (45)

h:ti—ti,17i:2,7L7tLEt.

The above yields S(t;) = 0.8604 — 6.35 x 10~% x 1 = 0.8598.

lunconstrained GRG nonlinear optimization using centered difference approximation and automatic

scaling with constraint precision = convergence tolerance = 1073.
2Rounded to two significant digits.

15th July 2021 12

191

192

193

194

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213


https://doi.org/10.1101/2021.07.19.21260769

=
5 615
o -
22 ¢160 616
2% <160 615
Tg 6160 616
S 1160 816
Se €160 91¢G
28 6160 91G
£3 9160 q1g
££ <160 At
SE €160 e1s
23 9160 €15
S €160 116
mm 116°0 0T1¢G
N EST16°0 60¢
N.22016°0 809
2T EL060 905
2 & 88060 G0
2555060 70
oE2
8E£9060 €0
S 829060 208
2 8 28060 c0s
> wm:@.o 00G
£8 2606°0 S6F
o
mm 8060 96¥
nﬂ__mw o1ey IO
o2 . .
=4 5g MOy 10®
~NLC 0
SRR SN
Qo
RE5
w.m,n.
=<
53
a3
o
oo
)
[eoR
S >
.n/\wb
£3
TE
88
E2
25
Ny
§=
Q
e

20
790
70
70
g¥°0
¥9°0
90
L4970
€9°0
¥9°0
90
g0
770
L0
170
L0
w0
L0
70
€0
170
70
8¢0

PULEA
TUOA
0.

SN

IO © IO WM~ OO0 F M M AN A AANANAANMmMNMAN LW <A

sns
-9D
oA
joe
SN

O NO TN 1000100 1O 1000 —-HO O Mmoo

V8¢
¥8¢
18¢
18¢
18¢
08¢
08¢
08¢
08¢
6.¢
6.0
8L¢C
8LC
8LC
128
LLC
LL8
118
9.8
€LC
CLG
[
0L¢

JUIA
10w

SN

910
qr'o
910
SgT'0
10
€10
170

[4N0]
€10
170

170
clo
[4N0]
61°0
8T°0
61°0
910
8T°0
810
12°0
€10
10
cro

7Rl

noI1
10w

SO O DD DD DDDODDODDODDOOOO Do oo oo o o

WO OO O 0 D~ D-D-© 00 00 0 S 0 I - b=
o

sns

90 ATuo
noI noI
joe joR
SN AVD SN

SN A F A 40O " "4 4400 NOON OO NO O

noI

L.Pp®
joe

196
199
G99
G9¢
G99
794
¢9¢
¢99
¢99
09¢
096
09¢
699
864
A
999
Gqg
6aqq
25
€49
6vS
874
s

NI
1oe

SN

0€
23
43
0€
pxé
1€
L€
L€
€y
1%
¥
137
9%
i
gy
6V
(4]
6V
14
6%
16
vs
8¢
19

sns

-u9))
dut
joe

SN

Geo‘e
7g0‘e
6z0‘e
00‘¢
810°¢
910‘¢
800°€
£00‘¢
666°C
766°C
186°C
786°C
9.6C
296°C
096
€66
€76
076
1€6°C
936
036°'C
016
668°C

-duy
“joe
SN

GGc0c  0c99€
6EL8T  ¥679¢€
99LLT  94¥9€
TLILT  LEV9E
VLI9T  Gev9€
¢r09T  16€9€
€L0ST  8G€9E
680¥T  6T€9¢€
GCEET  88cHE
GL6cT  99¢9¢
G8LCT  8cc9e
99¥¢T  0619¢€
868TT  G4T19¢
TLOTT  ¥#C19¢
L9101  ¥7L09¢
€696 ¢o09¢€
GE€T6 L96G€
€688 ar6se
€088 1069¢€
V168 1984¢€
1618 8085¢
GSLL 8V.LG¢
0EyL 10LG€
soseD

JoeA 1oR
SN SN

QIOYSYHION

1890€S

LV8€6¢C L6L62S
9TLTLC T1916¢CS
GC9.LSGC 9798¢¢S
CCSRTC L66.LCS
8607¢C 861.LCS
1091¢¢C 6.£92S
VV6LIC CCLSTS
9L9¢0¢ 7¥06cs
109261 80S¥CS
067.L8T 0c6€Ts
¢99781 ¥9cecs
GE66.LT £8€¢Cs
GCOTLT 81¢1¢S
VIV6S1 €G6102S
c62971 080619
ST9SET Tye81s
Gac6eel LLILTS
LG8.LCT ¢LL9TG
68¢9¢1 6974TS
600¢cT 6C6ET1S
V9CLIT ¢19¢1¢S
206011 60711G
092901 ¢6S0T1G
sose))

TOD
ayR+00)+08edI)

1608/%2/%
1202/€¢0/c
120%/3%/¢
1608/12/%
1202/02/%
1202/61/¢
1202/81/%
1203/L1/%
1205/91/%
1202/S1/%
1202/71/¢
1205/€1/%
1202/21/%
1202/11/¢
1202/01/%
150%/6/¢
1202/8/¢
120%/./¢
1202/9/¢
1203/5/¢
150%/%/¢
1202/¢/¢
1202/2/¢
1505/1/¢

are(

data, Feb. 1 - 24, 2021.

ission

NS COVID-19 case and adm

Table 1.

13/123

15th July 2021


https://doi.org/10.1101/2021.07.19.21260769

medRxiv preprint doi: https://doi.org/10.1101/2021.07.19.21260769; this version posted July 22, 2021. The copyright holder for this preprint

(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.

g
g

C|

g
g

C|

i
i
I

Qn.«

All rights reserved. No re@e@llgwedawhgugp@m;sgl

0-H08°9-
0-HT10"€-

G0-HLL L

Y0-HG0'T-
0-H08'8-
0-H0L"9-

G0-H08'9-

Y0-H20'1-
0-dS0°T-
0-U8¢"T-
0-U8¢'T-
YO-HVE T

T <
=
=
2 <
—

|

0-HT109-
0-U¥¢'8-
0-199°8-
0-dpS1-
0-HLLT-
0-H9V'T-
0-H6¢"8-
0-H69¥-
0-90°6-
0-HLT'T-
0-d¢0'T-

€0-°0¢°L-
¥0-HGC 2"
€0-HeS ¢
€0-H09'T-
€0-HE9C-
¥0-H99'¢-
€0-H8V'C-
€0-H94°¢-
€0-H10°¢-
¥0-H89°6-
P0-H98'G-
Y0-HSC 6~
€0-H6G1-
€0-H.LCC-
€0-HEV'C-
€0-H0G'T-
€0-HOT'T-
¥0-HES 6~
¥0-H607-
V0-HLL 6"
€0-H80°1-
€0-Hee' 1~
€0-H00'T-
€0-HS0'T-

G0-H9L'9-
G0-H00°¢-
G0-H9L L~
P0-HS0'T-
G0-H8L'8-
G0-H69'9-
G0-H6L9-
¥0-H20'T-
¥0-HS0°T-
¥0-H8€"1-
¥0-H8€'T-
P0-HEE T~
¥0-H90°1-
G0-HT10'9-
G0-H€C'8-
G0-H99'8-
Y0-HES' T~
¥0-H9LT-
0-HSV'T-
G0-H8€¢'8-
G0-H697-
G0-HS0°6-
YO-HLT'T-
0-H10°T-

il

€0-905°L-

¥0-9%¢ L~

€0-Hcec-
€0-H09'T-
€0-d€9°¢-
70-H499°G-
€0-U8V'C-
€0-H9¢C
€0-d10°¢-
70-H89°6-
70-H98°G-
V0-HVC 6~
€0-H6S°T-
€0-H.LCC
€0-HEV'C-
€0-H0G'T-
€0-H0T'T-
Y0-HER'6-
70-H60°7-
¥0-H9L°6-
€0-d80°T-
€0-Hce'T-
€0-H00'T-
€0-HV0'T-

7

G0-H08'9-
G0-dT10"€-
G0-H9L"L-
Y0-HG0'T-
G0-U8L'8-
G0-H69°9-
G0-H6L9-
Y0-H20'1-
¥0-HS0'1-
Y0-H8€E T~
Y0-H8E T~
Y0-HEE T~
¥0-H90°1-
G0-HT109-
G0-H€T'8-
G0-H99°8-
Y0-HESG T~
Y0-H9L'T-
VO-HGV'T1-
G0-H8¢"8-
G0-H69 V-
G0-HS0°6-
VO-HLT'T-
Y0-H20'1-

€l

€0-90¢°L-
¥0-9G¢°L-
€0-HeS ¢
€0-H09'1-
€0-H€9°¢-
¥0-H99'¢-
€0-H8V'C-
€0-H9GC-
€0-H10°¢-
¥0-H89°6~
¥0-H98'G-
Y0-HVC 6~
€0-H6G1-
€0-H.LCC-
€0-HEV'C-
€0-H0G'1-
€0-HOT'1-
¥0-HES6-
¥0-H607-
¥0-H9L°6-
€0-H80°1-
€0-Hee'1-
€0-H00'T-
€0-HS0'T-

€1

G0-H08'9-
G0-HT10°¢-
G0-H9L L~
0-HG0'T-
G0-H8L'8-
G0-H69'9-
G0-H6L9-
¥0-H20'T-
¥0-HS0'T-
¥0-H8€"T-
¥0-H8€'T-
0-HEE T~
¥0-H90°1-
G0-H10'9-
G0-H€C'8-
G0-H99'8-
¥0-HeS'T-
¥0-H9L'T-
VO-HSV'T-
G0-H8€¢'8-
G0-H697-
G0-HS0°6-
VO-HLT'T-
¥0-H20'T-

al

€0-905°L-
¥0-94¢"L-
€0-Hcsc-
€0-H09'T-
€0-d€9°¢-
¥0-H499°G-
€0-U8V'¢C-
€0-H94C
€0-d10°¢-
¥0-HL9°6-
70-H98°G-
v0-HVC 6~
€0-H6S°T-
€0-8.C°C
€0-HEV'C-
€0-H0G'T-
€0-H0T'T-
Y0-HER'6-
70-H60°7-
70-H9L°6-
€0-d80°T-
€0-Hce'T-
€0-H00'T-
€0-HS0'T-

4l

G0-d¥89-
G0-Hc0"¢-
G0-H98 L~
Y0-HL0'T-
G0-H68°8-
G0-H9L°9-
G0-d¥8°9-
¥0-HEO0 T~
¥0-HL0'T-
YO-HIV'1-
VO-HIV' T~
Y0-H9€ 1~
¥0-HL0'T-
G0-d€0"9-
G0-H8T'8-
G0-HCTL 8-
Y0-H9G1-
¥0-H08'1-
Y0-H8V'T-
GO0-dVY'8-
G0-H69V-
GO-UTT"6-
YO-H8T'T-
¥0-H20'1-

11

€0-90¢°L-
¥0-99¢°L-
€0-HeS'c
€0-H09'T-
€0-H€9°¢-
¥0-H89'¢-
€0-H87'¢-
€0-H9¢°¢-
€0-H10°¢-
¥0-H69°6-
¥0-H88'G-
V0-HLC 6"
€0-H641-
€0-H8¢'¢c-
€0-HEV'C-
€0-H0G'T-
€0-HOT'T-
¥0-HS8°6-
YO-HIT ¥~
¥0-H8L'6-
€0-H80°T-
€0-Hee'1-
€0-HT0'T-
€0-HS0'T-

IRl

L2000
12000
6200°0
0€00°0
1€00°0
T€00°0
c€00°0
€€00°0
¥€00°0
G€00°0
2€00°0
8€00°0
6€00°0
0%00°0
T700°0
T700°0
€700°0
G¥00°0
9700°0
L7000
8700°0
8700°0
0500°0
T600°0

9jer

Ju1

760°0
L¥0°0
970°0
77070
€700
070°0
070°0
L€0°0
Ge0'0
€€0°0
ce0'0
ce00
1€0°0
6¢0°0
1200
Gc00
7c0°0
€c0°0
cc00
cc00
120°0
0c0°0
6T0°0
8T0°0

oyel
BLTN
TOD

¢c98°0
62980
L6980
€L98°0
66980
G0L8°0
0€.8°0
GGLR0
9LL8°0
G880
T6.8°0
00880
91880
6£88°0
€988°0
81880
68880
66880
€068°0
€168°0
72680
LE68°0
L7680
8G6R8°0

oyel

1doo

-sng

giele)

16L°0
196°0
0890
[43<N0]
879°0
9LL°0
L0170
S09°0
¥09°0
09%°0
G87°0
6¢S°0
699°0
V.80
€8L°0
TLL°O
€19°0
Lvv0
¥8¢°0
0280
§66°0
€08°0
8TL°0
cLv0

0q

870°0
¥90°0
4v0°0
Ge0'0
€700
¢S0°0
¢50°0
070°0
0¥0°0
1€0°0
¢€0'0
Ge0'o
G700
8600
¢50°0
160°0
¥€0°0
0€0°0
6€0°0
G50°0
¥90°0
¥50°0
870°0
1€0°0

g

1208/7%5/%
1208/€3/%
1208/35/¢
1605/15/¢
1208/08/%
1202/61/%
1205/81/¢
1605/L1/¢
1208/91/%
1208/51/%
1205/¥1/¢
1605/€1/¢
120¢/31/%
1208/11/%
1205/01/¢
1202/6/¢
1208/8/¢
120%/L/¢
1202/9/%
1202/5/¢
1208/%/¢
1202/€/¢
1202/2/%
1202/1/¢

e

Runge-Kutta implementation for the CCL COVID-19 model, Feb.

Table 2.

1 - 24, 2021.

—
N
e}
[a\]
>
—
=)
)
=
+~
L0
—


https://doi.org/10.1101/2021.07.19.21260769

(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
All rights reserved. No reuse allowed without permission.

medRxiv preprint doi: https://doi.org/10.1101/2021.07.19.21260769; this version posted July 22, 2021. The copyright holder for this preprint

ONOATMH OO0 10O A0 1000 A0 Mmoo

A
bLEYY

¥8¢
¥8¢
¥8¢
18¢
18¢
18¢
08¢
08¢
08¢
08¢
6.C
6.¢C
8LC
8L¢C
8LC
LLT
LLT
LT
L8
9.2
€LC
(X4
¢lLc
0LS

A
[

-no

gao
0L°0
79°0
0v°0
070
[S0]
79°0
¢c9°0
L8670
€9°0
79°0
09°0
060
770
Lv°0
170
70
770
Lv'0 01
ov'o 01
00 TI
W0 6
o 6
8¢'0 8
9yel1

JUoA  Sns
poid -usd
SN ND1

O 00 D=~ D~ © 00 00 00 D00 00 M~ b~ b~

9010 T 89¢
0000 0 129G
0000 ¢ 299
GLeo o0 <99
0000 0 <¢9¢
cec0 T G99
Gcro ¢ ¥9¢
0000 O 99
0000 O c9¢
0000 ¢ c9¢
EVT0 0 09¢
0000 O 09¢
(S ANV 09¢
0¢c0 T 669
¢cc0 1 8G¢
TIT0 T PASLY
TIT0 T 969
00T'0 0 54
0010 T Gag
¢8T0 T 491
¢ecc0 ¥ €49
TIT0 T 674
Gcro ¢ 8V¢
11°0 0 97q
93el #
ostp NoI1
nor v
SN NDI 1)

(lig]
€10
9¢T°0
[4N0]
€¢1°0
Srani]
1¢1°0
9710
671°0
8GT0
T€T°0
w10
0ST°0
89T°0
6GT°0
9¢1°0
€481T°0
291°0
29T°0
6L.1°0
vL1°0
SYT°0
ov1o
8ET°0
97el1
NoI1
poxd

SN

0€
g€
g€
0€
L2
1€
L€
LE
57
i
av
144
v
54
i
6V
4]
67
16
6V
14
¥s
8¢
19

sns
-u9d

dI

0L1°0
980°0
001°0
vL0°0
¥61°0
9120
91¢’0
94¢°0
€ET°0
I11°0
9€1°0
V110
8LT°0
0020
¥¢c0
61°0
V10
860°0
V10
LET°0
L91°0
1ve 0
0€¢°0
L91T°0

RUICh
Psip vV

dur ds

SN -°H

DM OO0~ <H 10 0N NI 0 M
—

— — O O
o~

¥r0€
£€¥0€
0v0¢
[4408
L20€
Gc0e
€coe
G10¢
010¢
900€
100€
¥66¢C
6868
C86¢C
€L6¢
996¢
656¢C
6768
9¥6¢
L€6C
(4414
926¢
9166
G06¢

dsot
[

691°0
€LT°0
GLT'0
0L1°0
¥91°0
891°0
L0
c91°0
G91°0
L0
LLT°0
0L1°0
GLT'0
91°0
651°0
691°0
091°0
€410
941°0
161T°0
910
E€VT°0
8610
GET°0
oyel
dsot
poxd

SN

erdeltls
106°9¢
QL9
LEV°9€
81¥°9¢
907'9¢
€L8'9¢
0re'9e
10€°9¢
125°9¢
6£5°9¢
116°9¢
(AN
8ET'9¢
L01°9¢
180°9¢
700°9€
6V6°cE
¥e6'ce
£88°Ge
S A
06.'G¢
0gL'ce
€89°GE

[nur
-no
Ju

8¢9
189
GL9
789
012
)
792
8L
962
0e8
€78
oL8
€68
616
056
796
GL6
986
820°'T
9¢0°'1
880°T
80T'T
oer'1
16T°T

JuI

€0-H€9'T
€0-H89'T
€0-HTL'T
€0-HVL'T
€0-HI8'T
€0-H06'T
€0-HS6'T
€0-H00'¢
€0-H€0'C
€0-H60'¢
€0-HST'C
€0-H€T'C
€0-H8¢'¢C
€0-7¢¢C
€0-Hev'¢e
€0-H97'¢C
€0-H67'C
€0-HTISC
€0-H¢9'¢C
€0-H69°¢C
€0-HLLC
€0-H¢€8'C
€0-H98'¢C
€0-¥6'¢C

UL
Jur

1967
ST1L¥HS
/VL'€S
61T°€S
€11°28
¥€6°1G
G86°05
96667
jaraliig
178°8¥
029°8¥
GLT'8F
€LY'LY
928°9¥
GT16°CY
15€°ay
916'%¥
128 7Y
86E T
£€90'7¥
G0L'EF
GCT'EY
$48°Ch
q1e°Cy

1doo
-sns

10N

¥50°0
Ly0°0
970°0
¥70°0
€70°0
0v0°0
070°0
L€0°0
G€0'0
€€0°0
c€0°0
ce0°0
1€0°0
620°0
220°0
G200
¥20°0
€200
¢c0'0
cc00
120°0
0200
610°0
810°0

ajey
orA

8648°0
70980
6298°0
7980
T298°0
GL98°0
66980
GcL80
Gv.8°0
¥G6L8°0
09.8°0
89.8°0
¥8.L8°0
G088°0
62880
€788°0
7G88°0
79880
L9880
9.88°0
G888°0
L6880
L0680
12680
ajer
1deo
-sng
SN

16°0
990
89°0
160
L0
6¢°0
GL0
L0
G8°0
79°0
99°0
96°0
L0
99°0
960
68°0
€6°0
G6°0
440
290
€9°0
18°0
160
040

0dq
SN

190°0
€70°0
S70°0
G90°0
€00
6100
0G0°0
6v0°0
1800
cv0'0
¥70°0
L£0°0
6¥0°0
¥70°0
8€0°0
650°0
¢90°0
€90°0
8¢0°0
¥70°0
¢v0'0
¥<0°0
090°0
900

©19q
SN

428
1328
[423
1ve
0ve
6€€
8€¢
LE€
9¢€
38
yee
€ee
[438
T€€
0€e
6¢¢
8¢
Lc€
9¢¢
543
yce
€CE
(448
1c¢e

Ae(q

16/%3/%
12/€3/%
12/23/¢
16/18/%
12/02/%
12/61/¢
12/81/%
12/L1/¢
16/91/%
12/81/%
12/%1/¢
16/¢€1/%
12/21/%
1e/11/¢
12/01/%
12/6/¢
12/8/¢
12/L/%
12/9/¢
12/4/¢
16/%/
12/€/¢
12/e/¢
16/1/¢

e

Runge-Kutta implementation for the NS COVID-19 model, Feb. 1

Table 3.
- 24, 2021.

—
N
e}
[a\]
>
—
=)
)
=
+~
L0
—


https://doi.org/10.1101/2021.07.19.21260769

(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity.
All rights reserved. No reuse allowed without permission.

medRxiv preprint doi: https://doi.org/10.1101/2021.07.19.21260769; this version posted July 22, 2021. The copyright holder for this preprint

G0-HLE T
G0-U88T-
G0-H697-
G0-HSG8'T-
G0-H66'9-
G0-HTE 6"
G0-Hev 7~
GO-HELV-
GO-ULV €~
G0-U80°9-
G0-U86°G-
GO-HVP L~
G0-Hee G-
G0-U8YV'9-
G0-U86"L"
G0-HoG €
G0-HL6°C"
G0-dV9°C-
Y0-HL0T-
G0-H9G"L-
G0-He0'8-
G0-HST G-
G0-HG9€-
GO-HVEL"

G0-U6€°C-
GO-HT87~
G0-dV9T-
G0-HS8'T-
G0-H98°9-
G0-H60°6-
GO-U8ET~
G0-UI89V-
G0-UST €
G0-H00°9-
G0-H68°G-
G0-HGE L~
G0-d9¢°G-
G0-H07'9-
G0-H98°L-
G0-H0G€-
G0-H96°C-
G0-U¥9°C-
¥0-HS0'T-
GO-HLT L
GO-UT6°L-
G0-UTT G-
G0-d¥9°€-
G0-H9C L~

!

G0-ULEC
G0-U88 7~
G0-H697-
G0-US8'T-
G0-66°9-
G0-HTE 6
G0-HTV 7~
GO-HELV-
GO-HLV €
G0-d80°9-
G0-U86°G-
GO-UVPL-
G0-UcE G-
G0-U87'9-
G0-HU86°L-
G0-HcG€-
G0-UL6°C
G0-d¥9°C-
¥0-HL0°T-
G0-H9¢"L-
G0-Hc0"8-
G0-UST G-
G0-d99°€-
GO-UVE L~

€l

0cs
0gs
0c¢
0cs
6T¢
L1¢
L1¢
91¢
qrIg
yi¢
vig
[48¢
116
0TS
609
L0¢
904
S0¢
¥0¢
€09
€09
T0S
667
L6V

iR
-our

Po

SN

L16°0
L16°0
L16°0
026°0
616°0
G160
L16°0
816°0
916°0
G160
81670
716°0
€16°0
¢16°0
¢16°0
016°0
016°0
016°0
806°0
806°0
016°0
€16°0
116°0
016°0

oyer

M M A <F

MAM—ANNANAN

10 O 00 - b~ O 0 H M

€10
00°0
00°0
€€°0
00°0
00°0
00°0
00°0
00°0
00°0
L9°0
00°0
€60
00°0
05°0
020
LT°0
¥1T°0
¥1°0
020
020
LT°0
020
00°0

ojel

Sns  [SIp
-1d -u9d

SN oA

oA
SN

16/%2/¢
12/€2/¢
1¢/3e/T
12/12/¢
12/02/¢
12/61/¢
12/81/¢
12/21/¢
12/91/¢
12/61/¢
12/%1/¢
12/€1/¢
16/81/¢
12/11/¢
12/01/¢
16/6/¢
1/8/¢
1/L/e
16/9/¢
16/9/¢
18/7%/¢
16/¢€/a
16/3/¢
16/1/¢

areq

16/123

(cont.) Runge-Kutta implementation for the NS COVID-19 model,

Feb. 1 - 24, 2021.

Table 3.
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4. Compute the NS vaccination rate from - and Table E|

Veer (i) = min{5, 846, 768; — 5.667435 x 1072 x 351% 4 7.590466 x 3513
—3.619223 x 10% x 3517 4- 7.302425 x 10° x 351
— 5.232056 x 107} = 318,279 ,

318,279
Veer(ti) = Vs(ti) = 846,768

Vs (t) = 0.054437 x 392,000 = 21,339 .

= 0.054437 ,

5. Compute the number of patients who are no longer susceptible to the disease

pns(t) = (1= 8(t;))N(t;) = (1 — 0.8598) x 392,000 = 54, 967 ,

6. Compute the infection rate
I(t;) = I(ti—1) + 1(ti—1)dt, (46)

h
l(ti-1) = s [l1(tic1) + 2l2(tiz1) + 2l3(ti—1) + la(tiz1)] (47)
h=t;—t;_1,i=2,L,t

t.

The above yields I(t;) = 1.63 x 1073 — 4.88 x 1075 = 1.63 x 1073.

7. Compute the predicted cumulative number of positive cases from to arrive at

Z(t;) = 36,501 + [(0.86041 — 0.85978) — (0.0493 — 0.0470) x 10~?]
x 392,000 = 36,525 .

The predicted number of new infections i&ﬂ 36,525 — 36,501 = 24 .
8. Compute the predicted hospitalization rate from

Hp(t;) = 0.1687 .

9. Compute cumulative hospitalizations

Hr(tosts) = max(Hr(to; ti), Hr(tos tiong) + Hp(t:) (AZ(to; ts)
— AZ(to;t; — Np))) = max(3,043,2,973 4+ 0.1687
% (36,525 — 36,107)) = 3,044 .
and AHp(t;) = 3,044 — 3,043 = 1 new patient.
10. Compute the predicted floor removal rate from (34)) : pp(t;) = 0.170.
11. Compute the predicted floor census from
Hp(t;)) =4+ 35 x (1 —0.170) = 33..

1Significant digits added for consistency
2In reality, this calculation is performed in reverse order.
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12. Repeat steps - for ICU and vented patients to obtain from - )

Hicy(ti) = 0.140;,
Hicu(tosts) = max(Hicu(tosts), Hicu (tos ti—-ng)
+ Hicu (t:)(Hr(tos ts) — Hr(to;ti — Nr))
— max(567, 558 + 0.140 x (3,044 — 2,973)) = 568 ,
AHyrcu(t;) =568 — 567 =1,
preu(t;) =0.106 ,
Hicv =14+7x (1—0.106)27,
Hoent (Lo ti) = max(Hoent (to; ti), Hoent (to; ti Ny )
+ Hyent(ti)(Hrcu(tos ti) — Hicu(tosti — Nr))
= max(284,278 4+ 0.55 x (567 — 558)) = 284 ,
AH et (ti) =284 —284 =0,
Hoent(ti) = 0.130,
Hoyent =0+5x (1—0.13) =4.

13. Compute expected mortality rate and mortality from

M(t) 520 _ 0.917 .

M(t; —_— =
(t) = Hicu(tosts) 567

Model accuracy

An analysis of the accuracy of predictions was performed for the period starting on Mar.

10, 2020 and ending on May 24, 2021. Predictions were initially generated daily, then
weekly, then twice a week, on Mondays and Thursdays with a few exceptions around
statutory holiday. Forecasts produced between the periods of calculation were classified
as ”one-day-ahead” (even though they may have been issued 1 to 6 days in advance);
one- and two-week-ahead predictions were also considered. Two sets of predictions were
issued on each occasion: one based on the NS data, the other extrapolated from the
CCL data adjusting for the then-current share that NS population represented in the
CCL pool according to - . The synthesis of two disparate sources required a
different metric than, e.g., weighted interval score, employed for this purpose
in [23], [22]. For practical purposes, we adopted a simplified approach described
belowElThe minima and maxima of projections thus generated were considered the
lower and upper forecast boundaries. If subsequently realized values fell within those
boundaries, the corresponding error was set to zero, otherwise it was taken to be the
absolute relative error of the most accurate boundary (upper or lower). The results are
presented in Table[d] Evidently, the best predictions in terms for the number of positive
cases, floor, ICU and vent censuses are achieved one day in advance, and the accuracy
deteriorates with the increase in the time horizon. This was to be expected. The
accuracy of mortality predictions is less dependent on the time horizon, and the
relationship between the former and the latter is less pronounced. This could be
explained by the relative stability of the number of mortality cases and the relatively
static nature of (37).

Accuracy trajectories for the number of positive cases, inpatient, ICU and vent
censuses are presented in Fig. 4} It can be observed that the most accurate predictions

1n general, our conclusions about the accuracy of the developed model, although arrived at through
different means, are similar in nature to those reached in [23| with respect to the short-term forecasting
model for Germany and Poland.
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Fig 4. Historical accuracy of predictions for the number of positive NS
cases, floor, ICU and vent censuses, March 10, 2020 - May 24, 2021.
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to date have been made during periods of relative ”calm”, i.e., those times when the
infection curve followed a declining or quasi-static pattern (approximately, May -

September 2020). Periods of elevated error include "regime changes” at the end of May
2020 and September 2020 to mid-January 2021. This was also to be expected given the

uncertainty not captured by the moving average or polynomial extrapolation of the
future transmission coefficient, Ry. Overall, the model appears to have "erred on the

side of caution” overestimating the expected patient census while ICU and vent censuses
tend to be underestimated more often, especially during the periods of ”"regime change”.

Conclusion

The model provided acceptable predictive accuracy for the operational stakeholders to
use it as an additional data point in their decision-making process. It was consistent
with similar operational models adopted by healthcare and government entities in the
region. While specifically designed for COVID-19, it could be repurposed for any
communicable disease with high transmission, significant hospitalization, near zero
reinfection and moderate mortality rates, provided sufficient requisite data describing
its evolution in the community is available.
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