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Abstract

Over 15 million patients with epilepsy worldwide do not respond to medical therapy
and may benefit from surgical treatment. In focal epilepsy, surgical treatment requires
complete removal or disconnection of the epileptogenic zone (EZ). However, despite de-
tailed multimodal pre-operative assessment, surgical success rates vary and may be as low
as 30% in the most challenging cases. Here we demonstrate that neural fragility, a dynam-
ical networked-system biomarker of epileptogenicity, decreases following successful surgical
resection. Moreover, neural fragility increases or remains constant when seizure-freedom
is not achieved. We demonstrate this retrospectively in a virtual patient with epilepsy
using the Virtual Brain neuroinformatics platform, and subsequently on six children with
epilepsy with pre- and post-resection intra-operative recordings. Finally, we compare neu-
ral fragility as a putative biomarker of epileptogenicity against established spectral metrics,
such as high frequency oscillations and find that neural fragility is a superior biomarker of
epileptogenicity.

1 Introduction
Drug-resistant epilepsy (DRE), where seizures continue despite adequate trial of at least two
tolerated appropriately chosen anti-epileptic drugs, affects over 15M patients worldwide and 1M
in the US.1 Patients with DRE have an increased risk of sudden are burdened by epilepsy-related
disabilities, and the cost of their care and frequent hospitalizations is a significant contributor
to the $16 billion spent annually in the US treating epilepsy patients.2 Approximately 50% of
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patients with DRE have focal epilepsy and may be amenable to surgical treatment via resection
or disconnection of the epileptogenic zone EZ), which typically involves the seizure onset zone
(SOZ) and early propagation zone (EPZ).

Localizing the EZ is an ill-posed task as it is impossible to identify despite multimodal pre-
operative assessments. The common definition requires one to resect the hypothesized epilep-
togenic brain tissue and then verify that a patient is seizure-free to be certain that the EZ was
correctly identified and was within the subset of resected tissue.3 In cases of seizure-freedom,
it is impossible to be certain whether a smaller resection may have achieved similar outcomes.
These outcomes are typically measured at least 6-12 months from surgery based on the Engel
score, or ILAE classification.4,5

If seizures reoccur, re-operations have increased risk of permanent postoperative neurologi-
cal deficits,6 increased health-care costs (32% higher than in patients with successful first-time
surgeries7), and subsequent surgeries may yield a lower likelihood of success.8 When localizing
the EZ, the focus is on identifying the SOZ and EPZ from scalp and intracranial EEG (iEEG)
recordings captured during seizures. As a result, there are lengthy hospital stays and increased
risks of complications.9,10 Interictal localization using iEEG typically relies on visual identifica-
tion of "epileptic signatures", such as beta-buzz, high-frequency oscillations (HFOs), or interictal
spiking.11,12,13 These often yield an estimate of the irritative zone, which does not always corre-
late to the SOZ. Due to imprecise EZ localization, healthy neural tissue may be included within
resection margins potentially resulting in avoidable neurological deficit.14,15,16 Furthermore, sur-
gical resection may yield poor outcomes in the most challenging cases with success rates varying
between 30-70%.17

Several EZ localization algorithms have been proposed to better leverage iEEG. Many entail
investigations of the spectral power in each iEEG channel, including HFOs.18 However, these
approaches do not consider network properties of the brain because they treat each EEG chan-
nel independently. Others have proposed graph-based analysis of iEEG,19,20,21,22,23 but these
approaches fail to identify internal network properties that cause seizures to occur in the first
place. Moreover, underlying graph and connectivity structure is typically not observed, but es-
timated from data. These methods define a dependency measures such as Pearson correlation,22

or coherence.24 However, any noise in the estimation procedure can drastically alter the under-
lying graph metrics, such as centrality, or degree. In,25 it is shown that that graph measures
are not unique to a graph. Many graphs have the same degree distribution but are completely
different graphs.

Neural fragility, a structured perturbation of a networked dynamical system estimated from
ictal iEEG data has the potential to be a robust biomarker of the EZ.26,27,28 It was validated in
91 patients across five clinical centers and outperformed the most popular channel and static-
network-based features. This model is dynamic, based on robust least-squares estimation29 and
models intrinsic stability properties of the system. That is, the propensity for seizures in our
model occur as a property of eigenvalue perturbations. However, there is still an unmet need
to develop more robust interictal biomarkers of the EZ to determine the extent of a resection
required in the OR, thereby optimizing the surgical outcome, while limiting the amount of
brain tissue removed. The presence of a robust interictal biomarker could also facilitate and
expand the utility of intraoperative electrocorticography. At present, interictal analysis entails
the detection of interictal discharges, with limited utility. A biomarker that leverages interictal
data and specific to the EZ would significantly advance surgical approaches for focal epilepsy.30,31

In this study, we evaluate neural fragility as a correlate of surgical outcome using pre and
post resection iEEG interictal recordings of the same subjects. We hypothesize that neural
fragility of the brain network will decrease in cases of successful surgical resection. In iEEG
data, neural fragility will modulate with respect to surgical outcome, increasing or staying the
same after a failed resection (i.e., residual epileptic tissue shows fragility), and decreasing after
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resection if the procedure was successful. We first test this hypothesis by using the Virtual Brain
(TVB) simulation platform and a virtual epileptic patient model to simulate various scenarios of
failed and successful resections, and compute neural fragility of the simulated pre/post resection
recordings. We demonstrate that neural fragility decreases overall in the iEEG network when
the entire EZ is removed, partially decreases when some of the EZ is removed, and increases
or remains unchanged when none of the EZ is removed. We further present data supporting
this hypothesis with a dataset of 6 patients (5 success and 1 failure outcome) selected from
the Hospital for Sick Children (HSC). Since we are analyzing interictal data, we also compute
HFOs using a root-mean square (RMS) detector. We demonstrate that neural fragility predicts
outcomes better compared to more established frequency band powers, or HFOs. Our results
suggest that neural fragility may be helpful in predicting surgical outcome and the extent of
the resected area using pre and post-resection iEEG recordings. This can potentially improve
surgical success rates and allow surgeons to incrementally operate on the EZ thereby limiting
the amount of brain tissue needed to be resected for the patient to be seizure free.

2 Materials and Methods

2.1 Ethics Statement

Decisions regarding the need for invasive monitoring and the placement of electrode arrays were
made independently of this work and part of routine clinical care. All data were acquired
with ethics approval from the Research Ethics Board (REB) at the Hospital of Sick Children.
The acquisition of data for research purposes was completed using guidelines established in
accordance with the Code of Ethics of the World Medical Association (1964, Declaration of
Helsinki).

We confirm that we have read the Journal’s position on issues involved in ethical publication
and affirm that this report is consistent with those guidelines.

2.2 The Hospital for Sick Children

iEEG data from 6 DRE patients were analyzed. These patients underwent intracranial EEG
monitoring between January 2017 and December 2019 at The Hospital for Sick Kids (HSC). All
children underwent subdural grid implantation and the same chronically implanted electrodes
were used without changing position or orientation for extraoperative and subsequent intra-
operative electrocorticography, using a previously reported technique.32 For full details of the
dataset, see Supplementary Materials and Methods.

2.3 The Virtual Brain Data

We also used a single virtual epileptic patient for our simulation analysis with The Virtual
Brain. One patient from33 were used. Neuroimaging data, and specifically diffusion MRI were
collected for this subject and a full connectivity dataset was constructed that would allow TVB
simulations. All acquisition information for this subject can be found in.33 We list the patient
metadata used in this paper in the Supplementary table. Details on the imaging and implantation
data to instantiate the virtual epileptic patient are presented in Supplementary Materials.

2.4 Simulating a Virtual Epileptic Patient

The Virtual Brain (TVB) is a neuroinformatics platform used to simulate whole-brain neural
dynamics. It incorporates biologically realistic computational models and simulates brain net-
work dynamics using connectome-based approaches and directly linking them to various brain
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imaging modalities.34 We use the resting-state Epileptor model, designed to simulate resting
state interictal activity. We set a region to be EZ, with the rest normal and then measure the
iEEG output of the TVB model. This data consists of the pre-resection simulation. Afterwards,
we simulate data from three resective scenarios that fully captures the EZ, partially captures the
EZ, or completely fails to capture the EZ. For full details of the simulation, see Supplementary
Material.

2.5 Neural Fragility Analysis

Neural fragility is a concept based on the conjecture that focal seizures arise from a few fragile
nodes, i.e., the , which renders the cortical epileptic network on the brink of instability.35 When
one observes iEEG data during interictal, or preictal periods, activity recorded from each channel
appears to hover around a baseline value. If the network is "balanced", then it will respond
transiently to a perturbation or stimulus, but always returns back to the baseline value. In
contrast, when one observes iEEG data during a seizure event, activity (i) grows in amplitude,
(ii) oscillates, and (iii) spreads in the brain. We model this susceptibility of a seizure event
within the iEEG network.

Our conjecture is that small changes in connection strengths at an EZ node causes an imbal-
ance in inhibitory and excitatory connectivity between brain regions and is thus “fragile”. Either
inhibition is decreased and/or excitation is increased due to a change in connection strengths
between the EZ node and its neighbors. We compute fragility heatmaps for every single patient
and simulated-patient dataset. We compared fragility against time-frequency analysis of the
data. For full details of analysis, see Supplementary Materials.

3 Results
In this work, we analyze pre and post resection iEEG data and compute neural fragility of the
iEEG network to compare the changes in fragility stratified by the actual surgical outcome (see
Figure 1). iEEG provides high temporal resolution data that enables detection of abnormal
activity, such as spikes and high frequency bursts, in between seizures (interictal) and during
seizures (ictal). Moreover, intraoperative data may refine and modify the resection plan in
real-time, by capturing interictal data to study electrophysiological changes within the irritative
zone following resection. iEEG provides high temporal resolution data that enables clinicians to
visually detect abnormal activity, such as spikes and high frequency bursts, in between seizures
(interictal) and during seizures (ictal). Moreover, intraoperative data may refine and modify the
resection plan in real-time, by capturing primarily interictal data to study electrophysiological
changes within the irritative zone following resection.32,10 To extend our work in,26,27 we hypoth-
esize that neural fragility of iEEG data will modulate with respect to the successful surgical
resection of the EZ.

To test this hypothesis, we use TVB to generate simulated iEEG data from real patient
diffusion tensor imaging (DTI) connectomes, and show how neural fragility modulates with pro-
posed complete, partial, and incomplete resections of the EZ. We then demonstrate that neural
fragility modulates pre and post resection in DRE patients that underwent surgical resection at
HSC. A neurosurgical procedure at HSC collects intraoperative iEEG using the same chronically
implanted electrodes used for extraoperative mapping. These data facilitate resective epilepsy
surgery by allowing one to observe the iEEG network while a surgery takes place. Intraopera-
tive electrocorticography (ECoG) monitoring in Warsi, et al.32 allows real-time monitoring of the
brain and allows for post-resection recordings that from electrodes sampling the identical brain
regions. Thus, clinically, one could monitor the patient for a brief period of time after resective
surgery to determine if there are any recurring seizures, or epileptic activity.10 If one has a pro-
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posed marker for the underlying EZ, the model can be validated continuously throughout the
operation. This provides a distinct advantage over the classical "resect and wait" retrospective
datasets because we have access to post-resection recordings.32,10

Finally, we analyze every HSC patient’s iEEG using 7 other frequency-based benchmark
features, resulting in spatiotemporal heatmaps for every feature. The baseline features include
spectral power in various frequency bands (e.g. delta band 1-4 Hz) and HFOs computed via an
root mean-square (RMS) detector. We consider all of these as potential EEG representations
of the epileptic network to see if they correlate with surgical outcome based on pre and post
resection data.

3.1 Neural fragility of an iEEG network

Neural fragility is a concept based on the conjecture that focal seizures arise from a few fragile
nodes, i.e., the EZ, which renders the epileptic network on the brink of instability. In,27 neu-
ral fragility is introduced in the context of "balanced" and "imbalanced" networks. Balanced
networks respond transiently to an impulse, returning to baseline values, whereas imbalanced
networks respond to an impulse with electrical activity that grows in amplitude, oscillates and
spreads in the brain. From a dynamical systems perspective, the epileptic iEEG network is
an unstable network (capable of seizing). Neural fragility of a node in the epileptic network
is defined as the minimum amount of perturbation on the network structure required to move
the system from a stable to unstable state. This specific perturbation can take on a variety of
forms. In Li et al.,27 a column perturbation (modifying the outgoing connections of one node)
was applied for EZ localization. In this work, we further this notion and use a row perturbation
(modifying the incoming connections of one node) and column perturbation to specify that a
region in the epileptic network is fragile (see Figure 2). We compute product-fragility (i.e. the
product of the row and column perturbation norms) to determine which nodes are fragile in
both a column and row aspect. We hypothesize that epileptic regions are more detectable if
they have both high row and column fragility. Because both perturbations are normalized to
have norm less than one, taking the product will result in more stable maps. Taking a sliding
window over the iEEG data, we estimate a linear dynamical system using least-squares29 (see
Supplementary Neural Fragility Analysis). Then we compute this over a sliding window of the
iEEG data to get a spatiotemporal fragility heatmap.

3.2 Neural fragility modulates after complete, partial and incomplete
resection of the EZ in simulation

To determine how neural fragility of the entire observed iEEG network can potentially be used
as an estimator for surgical outcome, we first study how the entire networks’ neural fragility
modulates in an in-silico environment using TVB. Using the resting-state Epileptor model, we
simulate iEEG data using real patient connectomes derived from DTI and T1 MRI data.34 We
set the EZ regions for each simulation based on the actual clinically hypothesized EZ. For full
details on simulations, see The Virtual Brain Patient-Specific Modeling. We model resections by
removing that part of the structural connectome. Complete, partial and incomplete resections
are modeled as a complete removal of the EZ brain region, partial removal of the EZ, and then
a completely incorrect resection of a non-epileptic brain region. For a breakdown of some of the
clinical characteristics present in the TVB dataset, see Supplementary Table S2.

In Figure 3a-c, we show the neural fragility heatmap for an example of a complete, partial
and incomplete in-silico resection of the EZ. Neural fragility decreases significantly (K-sample
MANOVA PValue = 4.16e-7) in the successful resections with a Cohen’s D effect size 1̃.4 and 2̃8
times greater than the partial and incomplete resections respectively. The successful resection
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resulted in an effect size difference between the overall network fragility of 0.761± 0.322, while
a failed resection resulted in an effect size of 0.025± 0.244.

3.3 Neural fragility decreases in patients with successful resections

Next, we validated our results from TVB simulations on iEEG data from pediatric cases (n=6)
with DRE that had epilepsy monitoring and subsequent resective surgery from HSC. This dataset
is unique because the chronically same electrodes continue to record throughout the resection,
while sampling the identical brain regions.32 For a full clinical description of the patients from
HSC, see Supplementary Table S1.

In Figure 4a, we show a product neural fragility heatmap of the pre and post resection iEEG
sessions. The post-resection session is considerably lower in values over the entire network, when
compared to the pre-resection session. In this specific patient, Figure 5, shows that E3 had an
effect size decrease in neural fragility of 1.43± 0.530 (95% CI). The difference between the post
and pre resection was significant at α = 0.05 with a PValue of 3.12e-12 (K-Sample MANOVA
with distance correlation).

3.4 Neural fragility increases in patient with failed resection

In this dataset, subject E1 had surgical failure with seizure recurrence (Engel III, ILAE 4) after
their initial surgical resection. In Figure 4b, we compute the product neural fragility heatmap of
the pre and post resection iEEG sessions and report that fragility increases in the post-resection
iEEG. From pre to post resection session, the neural fragility of the iEEG network increased by
0.567 ± 0.441 (mean +/- std of Cohen’s D effect size).

Compared to the other subjects, E1 is the only subject that had an increase in neural fragility
after surgery (Figure 5). All other subjects had a decrease in neural fragility ranging from a
decrease of 0.845 (subject E7) to 2.324 (subject E5) measured in Cohen’s D effect size. Results
were similar if a common average reference was applied to the data as well (see Supplementary
Figure S3). All the heatmaps show a marked decrease in neural fragility over the entire network
when there was a successful surgical outcome, whereas it increased in the patient with a failed
outcome.

3.5 Comparing neural fragility and time-frequency spectral features
of iEEG

In addition to evaluating neural fragility on the HSC dataset, we also compute common time-
frequency based features that would serve as a benchmark. The frequency bands presented
and HFOs are common univariate channel features that are looked at by clinicians and the
research community in the context of iEEG epilepsy.21,20,18,12 See Supplementary Time Frequency
Representation Analysis for full details on how we compute these benchmark features. In Figure
5, we compare the pre vs post fragility and compare results to our benchmark features. Fragility
is the only one with a clear separation between E1 (i.e. the subject with a failed surgical
resection) and patients E3-7 (subjects with Engel I and ILAE 1 surgical outcomes). Moreover,
none of the spectral features result in a difference between the pre and post resection sessions
(Supplemental Figure S1).

4 Discussion
In this study, we analyze neural fragility, a proposed biomarker of epileptogenicity using in-silico
and pediatric iEEG. We demonstrate that neural fragility increases/decreases after a failed/suc-
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cessful surgery respectively. We first confirmed this hypothesis in-silico, where we demonstrate
how different resection scenarios will affect the overall iEEG network fragility. We then demon-
strated the same findings in six pediatric DRE patients from HSC, where all successful surgical
patients had a decrease in neural fragility. One patient with a failed surgical outcome showed
an increase in overall network fragility.

Neural fragility compared to traditional proposed features of the EZ Currently, no
prospective definition of the EZ exists.Although HFOs were initially promising,18,36,37 the exis-
tence of physiological HFOs,38 problems with reproducibility of HFO studies37,36 and inconclu-
siveness of existing clinical trials12 suggest that we need to evaluate other approaches. Neural
fragility of a neural network approaches the problem of EZ localization from a networked dy-
namics perspective. Epileptic nodes within a network are hypothesized to cause an imbalance
in the network characterized by its network structure. From a biological view, imbalance due
to perturbations between excitatory and inhibitory connections of a neural network can occur
through any number of mechanisms, such as elevated glutamate,39 genetic disorder impacting
synaptic inhibition,40 decreased GABA,41 inclusion of axo-axonic gap junctions,42 loss of in-
hibitory chandelier cells,43 or axonal sprouting from layer V excitatory pyramidal cells.44 This
imbalance within a neuronal network can cause system instability, where impulses at certain
nodes lead to recurring seizures. Although iEEG cannot distinguish between excitatory and in-
hibitory neuronal populations, the concept of imbalance causing the network to be on the brink
of instability can be modeled by neural fragility at the iEEG network level. Neural fragility is
also resilient to the state of anesthesia, as recordings from HSC were performed intraoperatively
under constant total intravenous anesthetic (TIVA).

Virtual epileptic patients can guide EZ hypotheses Using TVB, a neuroinformatics
platform, we were able to simulate whole-brain activity to pose hypotheses about how a proposed
biomarker might modulate as a function of a variety of resections. The advantage of such
a platform is that we can simulate data when we know exactly where the EZ is, and then
perform in-silico resections by zeroing out the corresponding rows and columns of the structural
connectivity matrix. This demonstrates that algorithms, such as neural fragility can be used
in conjunction with computational modeling with TVB to explore algorithmic performance in a
realistic simulation environment.

Converging to a prospective definition of the EZ In this study, we consider the retro-
spective definition of the EZ: the necessary brain tissue needed to be removed in order to render
the patient seizure free. However, other definitions of the EZ have been proposed, such as the
epileptogenicity index.45 Typically, approaches have tried to either i) build a prediction model
for the clinically annotated epileptic channels,20 ii) build a prediction model for the clinical an-
notations on only successful patients46 and iii) building a prediction model conditioned on the
clinical annotations that predicts surgical outcome.27 Building a model to predict the clinical
annotations would not obtain a model of the EZ, since clinical annotations are an estimate of
the underlying EZ. Such a model would simply replicate clinical behavior at most, which would
still result in outcomes between 30-70%.17 Building a model using only patients with surgical
outcomes would also limit the amount of data one can use. In addition, this approach is limited
because clinical annotations are not perfect even in successful outcomes. Finally, building a
model conditioned on the clinical annotations to predict surgical outcome takes advantage of
both failed and successful outcomes and is a good intermediary. However, it also lacks a direct
relationship to the underlying EZ because subject variability can be very high. For example,
patients can have seizures recur due to kindling, which would not be necessarily due to the EZ.47

Analyzing iEEG data before and after a surgical intervention on the same subject in this study,
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we have a better estimate of patient-specific EZs because we can observe the post-resection iEEG
for seizures and modulation of a proposed biomarker after surgical resection. Combining intra-
operative and postoperative monitoring data with large retrospective datasets will be important
in evaluating biomarkers for the EZ.

Outlook of neural fragility and continuous post operative iEEG Due to the unique
nature of the dataset where we have access to iEEG recordings before and after a surgical inter-
vention. As a result, we had the unique opportunity to study how proposed electrophysiological
biomarkers change as a result of the surgical intervention. Although our results are encouraging,
we have a limited sample size of 6 pediatric patients with only 1 surgical failure. Future studies
should expand on these findings, particularly as they pertain to surgical failures to validate the
proposed biomarker. In Li et al.,27 neural fragility was validated on 91 adults (18 years or older).
However, these patients were all children under the age of 18, and thus future research would
have to further validate that these results hold for adults.

The paradigm of intraoperative continuous iEEG monitoring to obtain pre and post-resection
iEEG data of the same set of electrodes presents an opportunity to study dynamics as a result
of surgical interventions. However, clinical epilepsy is moving towards stereotactic EEG (sEEG)
implantations and the surgical procedure for keeping electrodes implanted during a resection
has not been developed. If sEEG data can be obtained, caution should be taken to annotate
white matter contacts.48 Future clinical developments that enable similar pre and post-resection
sEEG data will be important to see if neural fragility still modulates with respect to surgical
outcomes.
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5 Figures and Figure Captions

Clinical E𝑍
Hypothesis

Resection

Engel 2-4
Engel 1

Outcome
Electrode 

Implantation
EMU Monitoring

(Days/weeks) PostresectionPreresection

Figure 1: Clinical workflow with continuous iEEG monitoring before and after a
surgical resection An overview of the DRE treatment clinical procedure. Patients are accepted
into the Epilepsy Monitoring Unit (EMU) and implanted with intracranial electrodes to undergo
monitoring. They are typically in the EMU for many days, up to a few weeks. Pre-resection
iEEG data is used to form a clinical EZ hypothesis (red circled region). The clinical EZ is
an estimate of the true EZ, and may contain the EZ, or not at all. Based on the clinical
EZ hypothesis, a surgical resection is subsequently performed to remove that region of the
brain (orange circled region). This is evaluated post-hoc (i.e. after the surgery is completed),
which is why the EZ is difficult to define. There is not clinical biomarker that can define the
EZ prospectively, thus the patient outcome after resections determine if clinicians successfully
localized the EZ. Immediately afterwards in these patient recordings, post-resection iEEG data
is recorded. Patients have followups 12+ months later to determine the actual outcome of the
surgical treatment and whether the true EZ was successfully removed. The outcome of the
patient is then measured in terms of Engel scores, where I is seizure free, and II-IV represent
increasing levels of post-op seizure severity.
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Figure 2: Computing fragility as the product of column and row perturbations (A)
From a small time window of N iEEG electrodes, (B) a linear time-invariant dynamical system,
represented as an A matrix, is estimated. (C) Neural fragility is computed as the minimum
amount of energy (measured in norm), represented as a ∆ matrix, required to destabilize the
linear system. This can be computed for every node within the N-node network (i.e. iEEG
electrodes). The norm of the ∆ matrix can be computed as a column perturbation over the N
nodes, where the perturbation matrix computed has a rank-1 structure with 0’s in every column
except for the node being perturbed. Similarly, the norm of the ∆ matrix can be computed as
a row perturbation over the N nodes, where the perturbation matrix computed has a rank-1
structure with 0’s in every row except for the node being perturbed. (D) The row and column
fragility are combined as a product for all electrodes at every single time point. (E) This is then
summarized as a spatiotemporal heatmap. (F) Taking iEEG data from preresection sessions, we
compute heatmaps and then compare these with (G) postresection sessions. When we compare
the spatiotemporal values between the two sessions using a bootstrap sampling procedure, we
expect (H) successful surgeries to have a positive effect size. (I) Partially failed surgeries, where
the EZ is not fully captured, should result in smaller, but still positive effect size. (J) Finally, a
failed surgery, where the EZ is not resected at all would result in a 0 effect size, or even possibly
negative effect size difference between pre and post resection sessions. If a biomarker can detect
the presence of the EZ in the network, then one expects it to modulate depending on if the EZ
is successfully removed.
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Figure 3: Neural product fragility of complete, partial and incomplete in-silico re-
sections of the EZ (A) Neural fragility heatmap of a successful resection of the underlying
EZ. The heatmap shows two concatenated sessions: the pre-resection iEEG and post-resection
iEEG. The white region represents the channels that were in the resected regions for the post-
resection iEEG simulation. (B) Neural fragility of a partially successful resection, where one
epileptic region was resected, but another one was left in. Values in the post-resection period
still go down, but relative to panel (a), they are slightly higher. (C) Neural fragility of a com-
pletely failed resection, where an incorrect brain region was removed. There is qualitatively very
little difference with respect to the pre-resection session. The turbo colormap is used in these
heatmaps a-c. (D) A summary effect size difference between pre and post resection fragility
values for the three resective scenarios from a-c. Each dot represents the Cohens D effect size
computed on a bootstrap sample from pre and post resection heatmap. The successful resections
have an improvement in overall network fragility (positive Cohen’s D), while the failed resec-
tion shows essentially no effect difference. The Cohen’s D effect size of successful, partial, and
incomplete resections were 0.761± 0.322 (PValue of 4.16e-7), 0.542± 0.272 (PValue of 2.19e-5)
and 0.025± 0.244 (PValue of 4.12e-3) respectively (all effect sizes are 95% confidence interval).
All PValues were computed using a K-Sample MANOVA test using distance correlation with
0.05 alpha level. For more information on how the bootstrap procedure was implemented, see
Supplementary Statistical Analysis.
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A B

Figure 4: Neural product fragility of successful and failed resections in DRE patients
at Sick Children Hospital (A) Resected brain photograph (top) of subject E1 from HSC with
Engel III outcome. The heatmap (bottom) shows neural fragility of the pre and post-resection
iEEG for a patient with failed resection. The heatmaps show two concatenated sessions: the
pre-resection iEEG and post-resection iEEG. Values in the post-resection period go up. (B)
Resected brain photograph (top) of subject E3 from HSC with Engel I outcome. The heatmap
(bottom) shows neural fragility heatmap of the pre and post-resection iEEG for a patient with
successful resection. The heatmap shows fragility goes down in the post-resection period. The
white region represents the channels that were in the resected regions for the post-resection
iEEG simulation, or disconnected due to surgical necessity. The turbo colormap is used in
these heatmaps. On the heatmaps’ y-axis, are channel labels, with red channel labels annotated
as part of the clinical EZ hypothesis. Note that not all channels are annotated, as some are
discarded due to poor recording quality (more information in Supplementary Patient Dataset
Collection). In addition, depth electrodes are not visualized as they are all removed as part of
the surgical procedure. We analyzed the raw iEEG under a monopolar reference.

12

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


B

E1 E3 E4 E5 E6 E7
Subject

10 27

10 23

10 19

10 15

10 11

10 7

10 3

Pv
al

ue

Nonparametric MANOVA pvalue between
pre/post resection neural fragility

Figure 5: Neural fragility of pre vs post resection effect size differences (A) A summary
effect size difference between pre and post resection fragility values for the six patients. Each dot
represents the Cohens D effect size computed on a bootstrap sample from pre and post resection
heatmap. The successful resections have an improvement in overall network fragility (positive
Cohen’s D), while the failed resection shows an actual increase in overall network fragility. (B)
Showing the distribution of pvalues computed from the same bootstrap samples in (a), that are
computed using a K-Sample MANOVA test with alpha level of 0.05. For more information on
how the bootstrap procedure was implemented, see Supplementary Statistical Analysis. (C)
A summary effect size difference between pre and post resection HFO rate values for the six
patients. Each dot represents the Cohens D effect size computed on a bootstrap sample from
pre and post resection session. A positive effect size indicates that there was a decrease in
the HFO rates. HFOs were computed using the RMS detector, described in Supplementary
Time Frequency Representation Analysis. (D) Corresponding pvalues computed over bootstrap
samples of the HFO rates using a Wilcoxon rank-sum test. The graph is displayed on a log-scale
on the y-axis.

13

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


6 Acknowledgements
AL is supported by NIH T32 EB003383, the NSF GRFP (DGE-1746891), the ARCS Schol-
arship, Whitaker Fellowship and the Chateaubriand Fellowship. SVS is supported by NIH
R21 NS103113, Maryland Innovation Initiative and the Burroughs Wellcome Fund CASI Award
1007274. VJ has received funding from the European Union’s Horizon 2020 Framework Pro-
gramme for Research and Innovation under the Specific Grant Agreement No. 945539 (Human
Brain Project SGA3). The authors would like to thank Macauley Breault for help in creating
brain figures.

7 Author Contributions
AL, GI, VJ and SVS conceived the project. NW and GI oversaw data collection from The
Hospital for Sick Children. VJ provided TVB data from Marseille University and guidance
on TVB simulations. AL organized the data, converted to BIDS, conducted the analyses and
generated the figures. AO, HO annotated the data and marked clips of data to be used. KG,
NW provided input on the data and experimental design. SK localized electrode coordinates
and performed co-registration to obtain brain figures. PM helped run HFO experiments. AL
wrote the paper with input from the other authors.

8 Competing Interests
The authors declare the following competing interests: AL, PM and SVS have equity in a startup,
Neurologic Solutions Co., related to epilepsy data analysis. All other authors report no conflict
of interest.

9 Data availability
Due to the unique nature of the data from the hospital for Sick Children and HIPAA concerns,
the dataset cannot be made publicly available. Instead the data is available upon request from
the clinical co-authors. In addition, the TVB dataset used in simulations is accessible upon
request from Marseille University.

10 Code availability
Code used for reproducing the figures and running parts of the analysis are at https://github.
com/adam2392/sickkids.

14

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://github.com/adam2392/sickkids
https://github.com/adam2392/sickkids
https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


References

[1] B. C. Jobst. Consensus over individualism: Validation of the ILAE definition for drug
resistant epilepsy. 2015.

[2] C. E. Begley and T. L. Durgin. The direct cost of epilepsy in the United States: A systematic
review of estimates. 2015.

[3] L. Jehi. The epileptogenic zone: Concept and definition. 2018.

[4] J. Engel, M. F. Levesque, andW. D. Shields. Surgical treatment of the epilepsies: presurgical
evaluation. 1992.

[5] I. E. Scheffer, S. Berkovic, G. Capovilla, M. B. Connolly, J. French, L. Guilhoto, E. Hirsch,
S. Jain, G. W. Mathern, S. L. Moshé, D. R. Nordli, E. Perucca, T. Tomson, S. Wiebe,
Y. H. Zhang, and S. M. Zuberi. “ILAE classification of the epilepsies: Position paper of the
ILAE Commission for Classification and Terminology.” In: Epilepsia 58.4 (2017), pp. 512–
521.

[6] A. Grote, J. A. Witt, R. Surges, M. Von Lehe, M. Pieper, C. E. Elger, C. Helmstaedter,
D. R. Ormond, J. Schramm, and D. Delev. “A second chance-reoperation in patients with
failed surgery for intractable epilepsy: Long-term outcome, neuropsychology and compli-
cations.” In: Journal of Neurology, Neurosurgery and Psychiatry 87.4 (2016), pp. 379–385.

[7] J. T. Langfitt, R. G. Holloway, M. P. McDermott, S. Messing, K. Sarosky, A. T. Berg,
S. S. Spencer, B. G. Vickrey, M. R. Sperling, C. W. Bazil, and S. Shinnar. “Health care
costs decline after successful epilepsy surgery.” In: Neurology 68.16 (2007), pp. 1290–1298.

[8] J. P. Andrews, A. Gummadavelli, P. Farooque, J. Bonito, C. Arencibia, H. Blumenfeld,
and D. D. Spencer. “Association of Seizure Spread with Surgical Failure in Epilepsy.” In:
JAMA Neurology 76.4 (2019), pp. 462–469.

[9] B. E. Youngerman, F. A. Khan, and G. M. McKhann. Stereoelectroencephalography in
epilepsy, cognitive neurophysiology, and psychiatric disease: Safety, efficacy, and place in
therapy. 2019.

[10] H. Yan, J. S. Katz, M. Anderson, A. Mansouri, M. Remick, G. M. Ibrahim, and T. J. Abel.
“Method of invasive monitoring in epilepsy surgery and seizure freedom and morbidity: A
systematic review.” In: Epilepsia 60.9 (2019), pp. 1960–1972.

[11] A. Sharma. “Epileptic seizure prediction using power analysis in beta band of EEG signals.”
In: International Conference on Soft Computing Techniques and Implementations, ICSCTI
2015. Institute of Electrical and Electronics Engineers Inc., 2016, pp. 117–121.

[12] D. Gloss, S. J. Nevitt, and R. Staba. The role of high-frequency oscillations in epilepsy
surgery planning. 2017.

[13] K. J. Staley and F. E. Dudek. “Interictal Spikes and Epileptogenesis.” In: Epilepsy Currents
6.6 (2006), pp. 199–202.

[14] R. Yardi, M. E. Morita-Sherman, Z. Fitzgerald, V. Punia, J. Bena, S. Morrison, I. Najm,
W. Bingaman, and L. Jehi. “Long-term outcomes of reoperations in epilepsy surgery.” In:
Epilepsia 61.3 (2020), pp. 465–478.

[15] S. Spencer and L. Huh. Outcomes of epilepsy surgery in adults and children. 2008.

[16] A. M. McIntosh, C. A. Averill, R. M. Kalnins, L. A. Mitchell, G. C. Fabinyi, G. D. Jack-
son, and S. F. Berkovic. “Long-term seizure outcome and risk factors for recurrence after
extratemporal epilepsy surgery.” In: Epilepsia 53.6 (2012), pp. 970–978.

15

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


[17] J. Engel, M. P. McDermott, S. Wiebe, J. T. Langfitt, J. M. Stern, S. Dewar, M. R. Sperling,
I. Gardiner, G. Erba, I. Fried, M. Jacobs, H. V. Vinters, S. Mintzer, and K. Kieburtz. “Early
surgical therapy for drug-resistant temporal lobe epilepsy: A randomized trial.” In: JAMA
- Journal of the American Medical Association 307.9 (2012), pp. 922–930.

[18] S. V. Gliske, Z. T. Irwin, K. A. Davis, K. Sahaya, C. Chestek, and W. C. Stacey. “Universal
automated high frequency oscillation detector for real-time, long term EEG.” In: Clinical
Neurophysiology 127.2 (2016), pp. 1057–1066.

[19] P. Shah, A. Ashourvan, F. Mikhail, A. Pines, L. Kini, R. T. Shinohara, D. S. Bassett,
B. Litt, and K. A. Davis. “Local structural connectivity directs seizure spread in focal
epilepsy.” In: bioRxiv (2018), p. 406793.

[20] A. Li, B. Chennuri, S. Subramanian, R. Yaffe, S. Gliske, W. Stacey, R. Norton, A. Jordan,
K. A. Zaghloul, S. K. Inati, S. Agrawal, J. J. Haagensen, J. Hopp, C. Atallah, E. Johnson,
N. Crone, W. S. Anderson, Z. Fitzgerald, J. Bulacio, J. T. Gale, S. V. Sarma, and J.
Gonzalez-Martinez. “Using network analysis to localize the epileptogenic zone from invasive
EEG recordings in intractable focal epilepsy.” In: Network Neuroscience 02.02 (2018),
pp. 218–240.

[21] S. P. Burns, S. Santaniello, R. B. Yaffe, C. C. Jouny, N. E. Crone, G. K. Bergey, W. S.
Anderson, and S. V. Sarma. “Network dynamics of the brain and influence of the epileptic
seizure onset zone.” In: Proceedings of the National Academy of Sciences 111.49 (2014),
E5321–E5330.

[22] A. N. Khambhati, K. A. Davis, T. H. Lucas, B. Litt, and D. S. Bassett. “Virtual Cortical
Resection Reveals Push-Pull Network Control Preceding Seizure Evolution.” In: Neuron
91.5 (2016), pp. 1170–1182.

[23] L. G. Kini, J. M. Bernabei, F. Mikhail, P. Hadar, P. Shah, A. N. Khambhati, K. Oechsel,
R. Archer, J. Boccanfuso, E. Conrad, R. T. Shinohara, J. M. Stein, S. Das, A. Kheder,
T. H. Lucas, K. A. Davis, D. S. Bassett, and B. Litt. “Virtual resection predicts surgical
outcome for drug-resistant epilepsy.” In: Brain 142.12 (2019), pp. 3892–3905.

[24] S. P. Burns, S. Santaniello, R. B. Yaffe, C. C. Jouny, N. E. Crone, G. K. Bergey, W. S.
Anderson, and S. V. Sarma. “Network dynamics of the brain and influence of the epileptic
seizure onset zone.” In: Proceedings of the National Academy of Sciences 111.49 (2014),
E5321–E5330.

[25] J. Chung, E. Bridgeford, J. Arroyo, B. D. Pedigo, A. Saad-Eldin, V. Gopalakrishnan, L.
Xiang, C. E. Priebe, and J. T. Vogelstein. Statistical Connectomics.

[26] A. Li, S. Inati, K. Zaghloul, and S. Sarma. “Fragility in Epileptic Networks : the Epilep-
togenic Zone.” In: American Control Conference. 2017, pp. 1–8.

[27] A. Li, C. Huynh, Z. Fitzgerald, I. Cajigas, D. Brusko, J. Jagid, A. O. Claudio, A. M.
Kanner, J. Hopp, S. Chen, J. Haagensen, E. Johnson, W. Anderson, N. Crone, S. Inati,
K. A. Zaghloul, J. Bulacio, J. Gonzalez-Martinez, and S. V. Sarma. “Neural fragility as an
EEG marker of the seizure onset zone.” In: Nature Neuroscience 2021 24:10 24.10 (2021),
pp. 1465–1474.

[28] D. Ehrens, A. Li, F. Aeed, Y. Schiller, and S. V. Sarma. “Network Fragility for Seizure
Genesis in an Acute in vivo Model of Epilepsy.” In: Proceedings of the Annual International
Conference of the IEEE Engineering in Medicine and Biology Society, EMBS. Vol. 2020-
July. Institute of Electrical and Electronics Engineers Inc., 2020, pp. 3695–3698.

16

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


[29] A. Li, K. M. Gunnarsdottir, S. Inati, K. Zaghloul, J. Gale, J. Bulacio, J. Martinez-Gonzalez,
and S. V. Sarma. “Linear time-varying model characterizes invasive EEG signals generated
from complex epileptic networks.” In: Proceedings of the Annual International Conference
of the IEEE Engineering in Medicine and Biology Society, EMBS. 1. IEEE, 2017, pp. 2802–
2805.

[30] T. Yang, S. Hakimian, and T. H. Schwartz. “Intraoperative electroCorticoGraphy (ECog):
Indications, techniques, and utility in epilepsy surgery.” In: Epileptic Disorders 16.3 (2014),
pp. 271–279.

[31] R. Lesko, B. Benova, P. Jezdik, P. Liby, A. Jahodova, M. Kudr, M. Tichy, J. Zamec-
nik, and P. Krsek. “The clinical utility of intraoperative electrocorticography in pedi-
atric epilepsy surgical strategy and planning.” In: Journal of neurosurgery. Pediatrics 26.5
(2020), pp. 533–542.

[32] N. M. Warsi, K. Narvacan, E. Donner, C. Go, S. Strantzas, A. Ochi, H. Otsubo, R. Sharma,
O. C. Snead, and G. M. Ibrahim. “Supplementing Extraoperative Electrocorticography
With Real-Time Intraoperative Recordings Using the Same Chronically Implanted Elec-
trodes.” In: Operative Neurosurgery (2021).

[33] T. Proix, V. K. Jirsa, F. Bartolomei, M. Guye, and W. Truccolo. “Predicting the spa-
tiotemporal diversity of seizure propagation and termination in human focal epilepsy.” In:
Nature Communications 9.1 (2018).

[34] J. Courtiol, M. Guye, F. Bartolomei, S. Petkoski, and V. K. Jirsa. “Dynamical mechanisms
of interictal resting-state functional connectivity in epilepsy.” In: Journal of Neuroscience
40.29 (2020), pp. 5572–5588.

[35] D. Sritharan and S. V. Sarma. “Fragility in Dynamic Networks: Application to Neural
Networks in the Epileptic Cortex.” In: Neural Computation 26.10 (2014), pp. 2294–2327.

[36] T. Fedele, S. Burnos, E. Boran, N. Krayenbühl, P. Hilfiker, T. Grunwald, and J. Sarn-
thein. “Resection of high frequency oscillations predicts seizure outcome in the individual
patient.” In: Scientific Reports 7.1 (2017), p. 13836.

[37] C. Cuello-Oderiz, N. von Ellenrieder, R. Sankhe, A. Olivier, J. Hall, F. Dubeau, and J.
Gotman. “Value of ictal and interictal epileptiform discharges and high frequency oscilla-
tions for delineating the epileptogenic zone in patients with focal cortical dysplasia.” In:
Clinical Neurophysiology 129.6 (2018), pp. 1311–1319.

[38] P. Höller, E. Trinka, and Y. Höller. High-Frequency Oscillations in the Scalp Electroen-
cephalogram: Mission Impossible without Computational Intelligence. 2018.

[39] J. A. González-Martínez, Z. Ying, R. Prayson, W. Bingaman, and I. Najm. “Glutamate
clearance mechanisms in resected cortical dysplasia: Laboratory investigation.” In: Journal
of Neurosurgery 114.4 (2011), pp. 1195–1202.

[40] J. L. Noebels. The biology of epilepsy genes. 2003.

[41] H. F. Bradford. Glutamate, GABA and epilepsy. 1995.

[42] R. D. Traub, M. A. Whittington, E. H. Buhl, F. E. LeBeau, A. Bibbig, S. Boyd, H.
Cross, and T. Baldeweg. “A possible role for gap junctions in generation of very fast EEG
oscillations preceding the onset of, and perhaps initiating, seizures.” In: Epilepsia 42.2
(2001), pp. 153–170.

[43] J. DeFelipe. “Chandelier cells and epilepsy.” In: Brain 122.10 (1999), pp. 1807–1822.

[44] X. Jin, D. A. Prince, and J. R. Huguenard. “Enhanced Excitatory Synaptic Connectivity
in Layer V Pyramidal Neurons of Chronically Injured Epileptogenic Neocortex in Rats.”
In: Journal of Neuroscience 26.18 (2006), pp. 4891–4900.

17

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


[45] F. Bartolomei, P. Chauvel, and F. Wendling. “Epileptogenicity of brain structures in human
temporal lobe epilepsy: a quantified study from intracerebral EEG.” In: Brain : a journal
of neurology 131.Pt 7 (2008), pp. 1818–1830.

[46] Y. H. Li, X. L. Ye, Q. Q. Liu, J. W. Mao, P. J. Liang, J. W. Xu, and P. M. Zhang.
“Localization of epileptogenic zone based on graph analysis of stereo-EEG.” In: Epilepsy
Research 128 (2016), pp. 149–157.

[47] E. Bertram. The relevance of kindling for human epilepsy. 2007.

[48] P. Greene, A. Li, J. González-Martínez, and S. V. Sarma. “Classification of Stereo-EEG
Contacts in White Matter vs. Gray Matter Using Recorded Activity.” In: Frontiers in
Neurology 11 (2021), p. 605696.

18

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


Supplementary Materials and Methods

10.1 Patient Dataset Collection

10.1.1 The Hospital for Sick Children

iEEG data from 7 DRE patients were analyzed. These patients underwent intracranial EEG
monitoring between January 2017 and December 2019 at The Hospital for Sick Kids (HSC).
All children underwent subdural grid implantation and the same chronically implanted elec-
trodes were used without changing position or orientation for extraoperative and subsequent
intraoperative electrocorticography, using a previously reported technique.1

That is, the subdural electrodes were placed in the first stage procedure and extraoperative
mapping took place over the span of a one-week hospital admission. The patients then underwent
a second stage (resective) procedure while the same electrodes in the identical position continued
to record in real-time while the resection took place. One patient (E2) was excluded from analysis
due to technical challenges during the surgery with the post-resection iEEG. Data were recorded
using a Natus (Pleasanton, CA) acquisition system with a sampling rate of 2048 Hz.

Signals were referenced to a common electrode placed subcutaneously on the scalp, on the
mastoid process, or on the subdural grid. In ictal recordings, the time of seizure onset was indi-
cated by a variety of stereotypical electrographic features which included, but were not limited
to, the onset of fast rhythmic activity, an isolated spike or spike-and-wave complex followed
by rhythmic activity, or an electrodecremental response. We discarded electrodes from further
analysis if they were deemed excessively noisy by clinicians, recording from white matter, or
were not EEG related (e.g. reference, EKG, or not attached to the brain). All patients under-
went neuropsychological assessment prior to invasive monitoring, which included measures of
Full-Scale intelligence quotient (IQ), verbal comprehension, visual spatial reasoning, visual fluid
reasoning, working memory, and visual processing speed using the Wechsler Intelligence Scale
for Children (WISC-V) and the corresponding WISC-V sub-tests. Verbal memory was indexed
by a child’s overall performance in delayed free recall using the Children’s Memory Scale (CMS),
Children’s Auditory Verbal Learning Test-2 (CAVLT-2), or the Child and Adolescent Memory
Profile (ChAMP).2 Visual memory was indexed by the delayed free recall using the CMS. The
FSIQ scores for each patient can be found in Supplementary Table. Detailed neuropsychological
profiling may be found in Supplementary Table.

We define successful outcomes as seizure free (Engel class I and ILAE scores of 1 and 2) at
12+ months post-op and failure outcomes with seizure recurrence (Engel classes 2-4).

10.1.2 The Virtual Epileptic Patient

SEEG electrodes were implanted in the regions suspected to be in the EZ. Each electrode had
10–15 contacts (length: 2 mm, diameter: 0.8 mm, contacts separation: 1.5 mm). To determine
electrode positions, an MRI was performed after electrodes implantation (T1 weighted anatomi-
cal images, MPRAGE sequence, TR = 1900 ms, TE = 2.19 ms, 1.0 × 1.0 × 1.0 mm3, 208 slices)
using a Siemens Magnetom Verio 3T MR-scanner. To reconstruct patient specific connectomes
(DTI-MR sequence, angular gradient set of 64 directions, TR = 10.7 s, TE = 95 ms, 2.0 × 2.0
× 2.0 mm3, 70 slices, b weighting of 1000 s/mm2, diffusion MRI images were also obtained on
the same scanner. The study was approved by the Comité de Protection (CPP) Marseille 2, and
all patients signed an informed consent form.

To quantify the proximity and number of tracks between electrodes, structural and diffu-
sion MRI data were obtained via a processing pipeline to derive individualized cortical surface
and large-scale connectivity. Cortical and subcortical surfaces were reconstructed along with
volumetric parcellations using the Desikan–Killiany atlas, with the cortical regions subdivided
in four (280 cortical regions and 17 subcortical regions). We obtained electrode positions by
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coregistering the parcellation with the MRI scan, and assigning each contact to the region con-
taining most of the reconstructed contact volume. To compute the number of tracks between
electrodes, head-motions and eddy-currents were corrected in diffusion data. Fiber orientation
was estimated with constrained spherical deconvolution, and 2.5×106 streamlines were obtained
by probabilistic tractography. We used the anatomically-constrained tractography (ACT) and
the spherical-deconvolution informed filtering of tractograms (SIFT) frameworks to improve re-
producibility and biological accuracy. The number of tracks between two pairwise electrodes was
then obtained by summing the number of tracks whose extremities belong to the corresponding
pairwise brain regions.

10.2 iEEG Data Preprocessing

Data was initially stored in the form of the European Data Format (EDF) files.3 We preprocessed
data into the BIDS-iEEG format and performed processing using Python3.6, Numpy, Scipy,
MNE-Python and MNE-BIDS.4,5,6,7,8,9,10

Every dataset was notch filtered at 60 Hz and its corresponding harmonics (with a cutoff
window of 2 Hz), and bandpass filtered between 0.5 and the Nyquist frequency with a fourth or-
der Butterworth filter. If correlated noise was present, a common average reference was applied.
EEG sequences were broken down into sequential windows and the features were computed
within each window (see Neural Fragility Analysis for details). Values at each window of time
were normalized across electrodes to values that could range from 0 up to at most 1, to allow for
comparison of relative feature value differences across electrodes over time; the higher a normal-
ized feature, the more we hypothesized that electrode was part of the EZ.11 This normalization
scheme allows us to account for how relatively different channels are in terms of the proposed
metric relative to other channels over time.

Channels with significant artifact were excluded. Artifact-free data segments of equal length
were selected pre and post resection of the epileptogenic zone. As part of the surgical resection,
certain channels were disconnected to allow the surgeons to get at certain tissue. These channels
are represented as "NaN" recordings. Moreover, since surgical resection occurs, post-resection
recordings will have then less channels compared to their pre-resection counterparts.

10.3 Neural Fragility Analysis

To compute fragility heatmaps from iEEG recordings, we first constructed simple linear time-
invariant models in a small window of time. This is analogous to a simple, linear dynamic causal
model.12 We partition the iEEG data into 250 millisecond windows, and estimate a linear time-
invariant model, giving us an A matrix. This A matrix represents how dynamics of the iEEG
evolve in that small window. For each A matrix, we compute the minimum perturbation neces-
sary to apply to each channel’s connections to destabilize the system, i.e., move the eigenvalues
outside the stable region. We repeat this for every channel, which gives us a neural fragility
values for all channels over all the time windows.

To compute fragility heatmaps from iEEG recordings, we first constructed simple linear
models as described above and in equation 1.

x(t+ 1) = Ax(t) (1)

Since each observation, x ∈ Rd, has dimension d (number of channels), we would like to
formulate a least-squares estimation procedure with n > d samples. We choose n to represent a
250 ms iEEG window. We then have the following representation of X(t) ∈ Rd×n−1:
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X(t) =

 | | |
x(1) x(2) · · · x(n− 1)
| | |

 (2)

and the following representation for X(t+ 1) ∈ Rd×n−1

X(t+ 1) =

 | | |
x(2) x(3) · · · x(n)
| | |

 (3)

The least-squares will now seek to fit a linear operator A such that:

X(t+ 1) ≈ AX(t) (4)

This linear operator representation of the dynamical system has connections to Koopman op-
erator theory13 and Dynamic Mode Decomposition in Fluid Mechanics.14 We seek to approximate
the inherently nonlinear iEEG dynamics within a small window of time using a finite-dimensional
approximation of the Koopman operator using the observables (i.e. x(t)) themselves. We specif-
ically used least-squares algorithm with a 10e-5 l2-norm regularization to ensure that the model
identified was stable (with absolute value of eigenvalues ≤ 1) as in.15,11 Then, we slid the window
125 ms and repeated the process over the entire data sample, generating a sequence of linear
network models in time.

We systematically computed the minimum perturbation required for each electrode’s con-
nections to produce instability for the entire network as described in.11 This is represented in
equation 5, where the ∆i is the desired column perturbation matrix for channel i, and the
λ = r ∈ C is the desired radii to perturb one single eigenvalue to.

∆i = min ||∆i|| s.t. ∃λ = r ∈ σ(A+ ∆) (5)

More specifically, we compute a structured perturbation matrix, such that:

∆i =

 | | |
0 · · · Γi · · · 0
| | |

 (6)

where each Γi ∈ Rd is the actual column perturbation vector. The intuition for using this
type of structured perturbation is described in the main paper in Neural fragility of an iEEG
network. We demonstrate how to solve for this using least-squares in.11 The electrodes that were
the most fragile were hypothesized to be related to the EZ in these epilepsy networks (seen as
the dark-red color in the turbo colormap in Figure 4).

10.4 Time Frequency Representation Analysis

We computed HFOs using a variety of methods. HFOs were computed using https://github.com/adam2392/mne-
hfo, an open-source Python implementation of HFO detection algorithms.16 The Line Length,
RMS, Hilbert and Morphology detectors are used.17,18,19 We defined HFOs as the union of ripples
(80-250 Hz) and fast ripples (250-500 Hz) as detected by the RMS detector.
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We also constructed frequency-based features from frequency bands of interest by applying
a multi-taper Fourier transform over sliding windows of data with a window/step size of 2.5/0.5
seconds.20 We required relatively longer time windows to accurately estimate some of the lower
frequency bands. Each EEG time series was first transformed into a 3-dimensional array (elec-
trodes X frequency X time), and then averaged within each frequency band to form six different
spectral feature representations of the data. We break down frequency analysis as follows:

1. Delta Frequency Band [0.5 - 4 Hz]
2. Theta Frequency Band [4 - 8 Hz]
3. Alpha Frequency Band [8 - 13 Hz]
4. Beta Frequency Band [13 - 30 Hz]
5. Gamma Frequency Band [30 - 90 Hz]
6. High-Gamma Frequency Band [90 - 300 Hz]
7. HFO = R & FR [80-250 Hz & 250-500 Hz]

10.5 The Virtual Brain Patient-Specific Modeling

To simulate a resection of a region, we removed the connections of that region to all other regions
and then generated the resulting iEEG data.

We utilize the Epileptor model, where it was originally designed to produce realistic seizure
dynamics.21 We specifically, use an extension of the original Epileptor model, called the resting-
state Epileptor, which is capable of reproducing interictal spikes.22,23,24,25,26 The resting-state
Epileptor equations are as follows:

˙x1,i = y1,i − f1(x1,i, x2,i)− zi + Iext1,i (7)

˙y1,i =
1

τ1
(1− 5x21,i − y1,i) (8)

żi =
1

τ0
(4(x1,i − x0,i)− zi −Ks

N∑
j=1

Cij(x1,j − x1,i)) (9)

˙x2,i = −y2,i + x2,i − x32,i + Iext2,i + 0.002g(x1,i)− 0.3(zi − 3.5) (10)

˙y2,i =
1

τ2
(−y2,i + f2(x1,i, x2,i)) (11)

˙x3,i = d(−x33,i + 3x23,i + y3 +Krs

N∑
j=1

Cij(x3,j − x3, i)) (12)

˙y3,i = d(−10x3,i − y3,i + a) (13)

where

f1(x1, x2) =

{
x31 − 3x21 if x1 < 0

(−m+ x2 − 0.6(z − 4)2)x1 if x1 ≥ 0

f2(x1, x2) =

{
0 if x2 < −0.25

6(x2 + 0.25) if x2 ≥ −0.25

g(x1) =

∫ τ

τ0

e−γ(t−τ)x1(τ)dτ
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The output that is measured in the original Epileptor model is the LFP, defined as x2 − x1.
In the resting-state Epileptor model, the output is defined as a convex combination of the fast
and intermediate subpopulation activity and the resting-state subpopulation activity.

Y = pi(−x1,i + x2i) + (1− pi)x3,i, 0 < pi < 1 (14)

The i indexes the N discrete brain regions (i.e. 84 brain regions in a Desikan-Killiany atlas).
Here, the x1, y1 variables correspond to the fastest time scale accounting for low-voltage fast
discharges (i.e. very fast oscillations). The x2, y2 variables correspond to an intermediate time
scale accounting for spike-and-wave discharges. The z slow-permittivity variable corresponds to
the slowest time scale, responsible for autonomously switching between interictal and ictal states
in the form of a direct current (DC) shift.27,28,21 This variable takes the system through saddle-
node and homoclinic bifurcations for seizure onset and offset respectively. The x3, y3 variables
account for transient behavior, in the form of spindle-like patterns, which added allow the
Epileptor model to reproduce resting-state oscillatory wave patterns and also reproduce interictal
spikes. The x0 serves as a hyperparameter, denoting the degree of epileptogenicity of a brain
region. If x0 is greater than a critical value, of -2.05, then the brain region can trigger seizures
autonomously. Otherwise, it is in an equilibrium state. The a hyperparameter relative to the
critical value of -1.74, also represents the degree of epileptogenicity during the interictal resting
state. The Cij are the weights based on the subject’s structural connectivity matrix and Ks, Krs

are the respective large-scale scaling parameters of the connecitivity weights in the seizure and
resting-state subpopulations. Note that Cij = 0, ∀i = j because we assume that the neural
mass model of one brain region already accounts for internal connectivity effects. The interictal
and preictal spikes occur when these variables are excited by the fast oscillation system via the
coupling term, g(x1). The characteristic frequency rate d, fixed to 0.02, sets the natural frequency
of the third subsystem (10 Hz), the most powerful frequency peak observed in electrographic
recordings at rest.29,30 For more detailed discussion on the Epileptor and extensions, see.21,22,31

In our system, we set a range of x0 value combinations for the EZ and propagation regions,
with x0 = −2.10 for the clinically hypothesized EZ region. Then x0 = −2.35 was set for the
normal region for all simulations. Our goal here is to match the real data situation as closely as
possible, where we are not comparing seizures, but resting-state iEEG activity. The a variable
is set to -1.74. Finally, pi = 0.2. We set EZ regions based on what the clinicians thought for
this patient. The other parameters, τ0 = 4000; τ2 = 10;Ks = −5; γ = 0.01 and then the rest of
the parameters were set as in.26

The system of stochastic differential equations were solved using an Heun Stochastic integra-
tion scheme with an integration step of 0.05, which gave values of the local field potentials in 14.
To start the simulation at a realistic point, initial conditions were computed and stored for each
simulation using a burn-in period of 15 seconds. Simulations were 30 seconds long afterwards.
Additive white Gaussian noise was introduced into the variables x2 and y2 with mean 0 and vari-
ance of 0.0005 and to x3 with a mean of 0 and variance of 0.0001. Additionally, observational
colored noise was added to the iEEG simulated data with a mean of 0 variance of 1.0 and noise
correlation (i.e. color) in time of 0.1. The iEEG data was modeled using a forward solution that
uses an inverse gain mean-field model from the LFP. The details of which are described in.26

To simulate a "virtual" resection, we took the actual clinical resection performed, and "re-
moved" those regions in the structural connectivity matrix for that patient. This corresponded
to "zeroing" out those rows and columns for that brain region, simulating the removal of that
region. When we remove these brain regions, we also virtually removed the corresponding iEEG
channels in those brain regions. We then used the above setup to simulate neural dynamics
and corresponding iEEG activity pre and post resection. Afterwards, these snapshots of data
can be analyzed using neural fragility as described in Neural Fragility Analysis. They are then
compared as described in Statistical Analysis.
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10.6 Statistical Analysis

To compare pre and post resection data, we computed Cohen’s D effect size differences between
the feature representations of these two data sessions. We use the Mann-Whitney U test and
K-Sample MANOVA test to compute a PValue with α Type I error rate set to 0.05. The distance
function utilized in the K-Sample MANOVA is the distance correlation function, which is a more
robust version of Pearson correlation. The null hypothesis of our experimental setup was that
the pre resection metrics came from the same population as the post resection. The alternative
hypothesis was that the populations were different.

Since the feature representation heatmaps (i.e. neural fragility spatiotemporal heatmap)
show a metric over time of all the recorded channels, samples are not necessarily independent.
To account for correlations in time, we use a contiguous bootstrapping procedure to estimate the
Cohen’s D and PValues with n=100 bootstrap samples. That is the typical bootstrap algorithm
is carried out along the time-axis. Each bootstrap sample in time consists of all the channels,
along with a small window of 10 samples (i.e. about 1 second). Then these bootstrap samples
are compared between the pre and post resection heatmaps, generating a bootstrap distribution
with a reported mean and standard deviation with 95% confidence intervals typically reported.
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Tables
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Patient Summary
Subject Clinical complexity Engel Age Onset Age Handedness Sex Months Follow Up
TVB001 2 I 36-40 6-10 n/a M 12

Table S2: A table of patients in study used for TVB simulations.

Supplementary Figures
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Figure S1: Pre vs post resection effect size plots of power in frequency bands (a)-(f)
Are delta, theta, alpha, beta, gamma, and highgamma frequency bands respectively. For full
details on computing the frequency band power heatmaps, see Time Frequency Representation
Analysis. For examples of the time-frequency heatmaps for all subjects and all frequency bands
computed, see Supplementary files.

28

 . CC-BY 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 1, 2022. ; https://doi.org/10.1101/2021.07.07.21259385doi: medRxiv preprint 

https://doi.org/10.1101/2021.07.07.21259385
http://creativecommons.org/licenses/by/4.0/


A

C1C2C3C4C5C6C7C8C9C10C11C12C13C14C16C17C18C19C20C21C22C23C24C25C26C27C28C29C30C31C32C33C34C35C36C37C38C39C40C41C42C43C44C45C46C47C48C49C50C51C52C53C54C55C56C58C59C60C61C62C63C64IPD1IPD2IPD3IPD4IPD5IPD6IAD1IAD2IAD3IAD4IAD5IAD6SAD1SAD2SAD3SAD4SAD5SAD6SPD1SPD2SPD3SPD4SPD5SPD6MAOD1MAOD2MAOD3MAOD4MAOD5MAOD6MPOD1MPOD2MPOD3MPOD4MPOD5MPOD6

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Col X Row Fragility

B

C1
C2
C3
C4
C5
C6
C7
C8
C9

C10
C11
C12
C13
C14
C15
C16
C17
C18
C19
C20
C21
C22
C23
C24
C25
C26
C27
C28
C29
C30
C31
C32
C33
C34
C35
C36
C37
C38
C39
C40
C41
C42
C43
C44
C45
C46
C47
C48
C49
C50
C52
C53
C54
C55
C56
C57
C58
C59
C60
C61
C62
C63
C64
PS1
PS2
PS3
PS4
PD1
PD2
PD3
PD4
PD5

ASD2
ASD3
ASD4
ASD5
ASD6
AID1
AID2
AID3
AID4
AID5
AID6

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Col X Row Fragility

Figure S2: Product neural fragility heatmaps using common average referencing (A)
Subject E1 with common average reference and (B) subject E3 with common average reference.
This is the same heatmaps over the same period of data as Figure 4, but using a different
reference on the data.
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Figure S3: Cohen’s D effect size and p-value comparisons of product fragility with
common average reference (A) Cohen’s D effect size comparisons between pre and post
resection product neural fragility. (B) Non-parametric KSample p-values computed between
pre and post resection product neural fragility. This is the same period of data and procedure
as Figure 5, but with a common average reference applied to the data.
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