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Abstract

Deep learning (DL) has been applied with success in proofs of concept across biomedical

imaging, including across modalities and medical specialties 1–17. Labeled data is critical to

training and testing DL models, and such models traditionally require large amounts of training

data, straining the limited (human) resources available for expert labeling/annotation. It would

be ideal to prioritize labeling those images that are most likely to improve model performance

and skip images that are redundant. However, straightforward, robust, and quantitative metrics

for measuring and eliminating redundancy in datasets have not yet been described. Here, we

introduce a new method, ENRICH (Eliminate Needless Redundancy for Imaging Challenges),

for assessing image dataset redundancy and test it on a well-benchmarked medical imaging

dataset3. First, we compute pairwise similarity metrics for images in a given dataset, resulting in

a matrix of pairwise-similarity values. We then rank images based on this matrix and use these

rankings to curate the dataset, to minimize dataset redundancy. Using this method, we achieve

similar AUC scores in a binary classification task with just a fraction of our original dataset (AUC

of 0.99 ± 1.35e-05 on 44 percent of available images vs. AUC of 0.99 ± 9.32e-06 on all

available images, p-value 0.0002) and better scores than same-sized training subsets chosen at

random. We also demonstrate similar Jaccard sores in a multi-class segmentation task while

eliminating redundant images. (average Jaccard index of 0.58 on 80 percent of available

images vs 0.60 on all available images). Thus, algorithms that reduce dataset redundancy

based on image similarity can significantly reduce the number of training images required, while

preserving performance, in medical imaging datasets.

2

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted May 25, 2021. ; https://doi.org/10.1101/2021.05.22.21257645doi: medRxiv preprint 

https://www.zotero.org/google-docs/?bkOwVD
https://www.zotero.org/google-docs/?ldoTK8
https://doi.org/10.1101/2021.05.22.21257645


Introduction

Labeling and annotation can be costly bottlenecks for supervised learning tasks in medical

imaging. These tasks often require experts with years of training, and very limited bandwidth, to

label the images in a dataset5,6,18–21. Sometimes these tasks may even require agreement from

multiple experts before assigning a gold standard label3. Even when semi-supervised or

unsupervised methods are used to train a DL model, expert labeling is still needed for labeling

images in test datasets, in order to benchmark performance on high-stakes medical tasks. This

is in contrast to labeling for DL in non-medical fields, which can often rely on a layperson to

identify everyday objects or animals and can therefore be done quickly and inexpensively using

crowdsourcing techniques22. For medical imaging, labeling represents a significant bottleneck

for deep learning research in terms of financial, computational, and human resources, as well as

in terms of time.

To reduce the labeling burden, it would be ideal then to limit medical imaging datasets to the

minimum set of images that still maximizes model performance. How can one find such a set?

We propose this can be done by examining image similarity and redundancy within medical

imaging datasets. We demonstrate proof of concept on a large, well characterized/well

benchmarked dataset of fetal-ultrasound echocardiograms: ECHO-F3.

Unlike standard images, medical images often have many aspects in common due to

standardization of imaging protocols for patient care. Images from a particular medical domain

often have similar subject matter (e.g. the heart), pose (standard views), background (black),

noise, lighting, and color (monochrome). In the case of computed tomography (CT), magnetic

resonance imaging (MRI), ultrasound (US), and other common modalities, images may be

captured consecutively, resulting in similarity among consecutive images. In contrast, standard

non-medical images are typically captured in a wide range of environments with much greater

pairwise differences. For example, the CIFAR10 class of car images consists of images of a

wide variety of car makes and models with different backgrounds, photographed from different

angles, at different distances, at different times of day23. We hypothesize that similarity between

common aspects found in medical datasets can create far greater redundancy in medical-image

training data and propose that redundant images do not add significant value to the task of

training neural networks.
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To economize on expert labeling, we require ways to measure and eliminate redundancy in

imaging datasets. Here, we present a method, Eliminating Needless Redundancy for Imaging

Challenges (ENRICH) with two main steps. First, we develop a similarity metric for pairs of

images and compute pairwise similarity for all images in a given dataset, resulting in a matrix of

similarity values. Second, we develop an algorithm that operates on the matrix to identify for

removal those images with the highest redundancy, thereby minimizing the redundancy of the

resulting smaller dataset.

We demonstrate proof of concept using a similarity metric calculated from image embeddings

from variational autoencoders. Autoencoders have been widely used for image dimensionality

reduction24. In particular, disentangled variational autoencoders (d-VAE) have been shown to

create embeddings which encode distinct image characteristics 25,26,27. While other standard

whole-image similarity metrics (SSIM) may be used for this task as well, our demonstration here

focuses on measuring and comparing redundancy using embeddings.

Methods

Datasets and benchmarks. Datasets consisted of labeled fetal echo ultrasound images,

ECHO-F, as previously described3. These data were used to explore dataset efficiency-boosting

methods on both a classification task and a segmentation task. The (binary) classification task

was to classify the fetal axial 4-chamber (A4C) view vs. the non-target (NT) view. The

(multi-class) segmentation task was performed on the A4C view, with 5 class labels for image

pixels (left ventricle, right ventricle, left atrium, right atrium, background). Training and test

datasets are described in Table 1. In ultrasound, one or more video clips are acquired per

patient; each video clip consists of as few as one, or as many as hundreds, of consecutive

image frames. Training and test sets were divided by patient identifier (ID) and were disjoint

from each other (mutually exclusive). Notably, the segmentation dataset had already been

curated informally, in that only certain frames from each video clip were labeled.

Image processing. All images were originally 300x400 and converted to grayscale using

Python3’s OpenCV package. For similarity calculations and creating embeddings, images were

cropped and resized to 64x64. For classification model training and testing, the original images

were cropped and resized to 80x80. All resizing was done using Python3’s Scikit-Image
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package. For segmentation model-training and testing, original images were cropped to

272x272, and no resizing was performed.

Embeddings from autoencoders. The bottleneck layer of a dissentagled variational autoencoder

(d-VAE) was used to compress each image into a 128-element vector embedding. The d-VAE

used was based on the architecture as described previously with the exception of having a

128-element embedding27. The d-VAE was trained on a subset of 5,000 images from the entire

training dataset, as previously described3,  using combined loss, reconstruction loss and KL

divergence, and standard stopping conditions.

Pairwise image similarity metrics. For both classification and segmentation datasets (Table 1), a

matrix of pairwise image similarity measures was calculated. The similarity measure between

two image embeddings was defined as the complement of the cosine distance between each

embedding (resulting in pairwise similarity measures ranging from 0 for highly dissimilar images,

to 1 for identical images).

Ranking algorithm. For each deep-learning task (classification and segmentation), an initial

subset of images from the training dataset (Table 1) was chosen uniformly at random: 1,000

starting images for the classification task (438 A4C, 562 NT; 2 percent of full training set) and

200 starting images for the segmentation task. Additional images from the remaining dataset

determined by the ranking algorithm to have the lowest similarity to the initial subset were

iteratively added to grow the dataset (by approximately 5,000 images at a time for classification

and 200 images for segmentation). For classification, this resulted in training subsets of 3,000,

5,000, 10,000, 15,000, 20,000, 25,000, 30,000, 35,000, and 40,000 images (corresponding to 7,

11, 22, 33, 44, 55, 66, 77 and 88 percent of the full training set, respectively). For segmentation,

this resulted in training subsets of 200, 300, 400, 600, 800, and 1,000 images (corresponding to

16, 24, 32, 48, 64, and 80 percent of the full training set, respectively). This process was

repeated, 10 times for the classification task and 3 times for the segmentation task, to create

replicates at each subset size.

For classification, the ranking algorithm was blind to class label during this iterative selection;

the label was only revealed/assigned after an image was chosen. We then trained a new

classification model with the resulting training set, at specific subset sizes, and predicted on the

test set.
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Model training. Resnet and U-net architectures were used to train classification and

segmentation models, respectively, as previously described3. Data augmentation was used for

the segmentation task, but not for the classification task. For each task the same model

parameters were used throughout the experiments.

Labeling time estimates. Labeling time was estimated at 1 image per second for classification

tasks and 5 minutes per image for segmentation tasks.

Evaluation metrics. For both deep-learning tasks, we calculated overall redundancy at a

threshold k as the percentage of the entire training set that had pairwise similarity values above

certain values of k: 0.5, 0.7, 0.9. This excluded images compared with themselves (which would

have had similarity=1.0).

Model performance was compared using AUC for the classification task and average Jaccard

score of the four heart segments (left ventricle, right ventricle, left atrium, right atrium) for the

segmentation task, as previously described3.

Statistical comparisons between AUC performance on test data for different model trainings

were performed using the Mann-Whitney U test.

Results

ENRICH involves two steps:(1) computing a matrix of pairwise similarity measures among

images in a given dataset, and (2) ranking images by similarity measure for inclusion in the

curated dataset. Here, we used ENRICH with a pairwise similarity measure based on the

distance between d-VAE embeddings, and a ranking algorithm designed to minimize image

redundancy. (Note that these choices do not require image labels to be assigned prior to

training.) We thereby demonstrated significant redundancy in a medical image dataset

(ECHO-F), to our knowledge the first quantitative demonstration of this property. We also

demonstrated that using ENRICH to curate the training dataset, the same test performance on

well benchmarked binary classification (AUC) and multi-class segmentation tasks was achieved

using only 44 percent of available training images.

Image redundancy in medical datasets. Based on prior experience with medical data3, we

hypothesized that medical-image datasets have significant redundancy among images, and that

such redundancy is not confined to images from a given patient or video clip but instead is
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distributed across the dataset. Using a pairwise image-similarity measure (Methods), we

measured the proportion of pairwise image comparisons for ECHO-F classification and

segmentation datasets that were highly similar, moderately similar, and largely dissimilar (Fig.

1). The majority of pairwise image comparisons (67% classification and 63% segmentation) are

greater than 0.9, where a value of 0 indicates a highly dissimilar image pair and 1 indicates an

identical image pair.

Using ENRICH to find smaller training datasets that can achieve benchmark performance on

medical-imaging tasks. We trained a binary classification task with different subsets of the

ECHO-F training dataset, all tested on the same test images (Table 1). As in the Methods,

training image subsets of increasing size were curated using ENRICH vs random selection (Fig.

2a). Area under the curve (AUC) on classifying test data served as the primary performance

metric. When trained on the full training dataset, model test performance achieved an AUC of

0.99 (± 9x10-6). We then compared model performance using training data subsets when

images in those subsets were chosen via ENRICH vs. when images were chosen randomly

(Figure 2b). Even with the smallest image subsets, almost all of the patients and video clips

were represented in the training set (Table 2).

With as little as 22 percent of images in the full training dataset, ENRICH outperformed random

selection of training images (mean AUC 0.99 vs 0.97, MWU p-value 1x10-4; Fig. 2b). The size of

the training subset required to achieve statistically similar results to the full training dataset was

also investigated. When training images were chosen using ENRICH, only 44 percent of the

training dataset was needed to achieve benchmark performance (AUC 0.99 ± 1x10-5, MWU

p-value 2x10-4). When images were chosen at random, 66 percent of the training data were

needed (Figure 2b)—50 percent more images than ENRICH required to achieve the same

benchmark.

Similar to the above, we next compared training subsets chosen by ENRICH vs randomly

chosen image subsets for a multi-class segmentation task. Using all available training data

(Table 1), average Jaccard index was 0.60. With 64 percent of the training data, ENRICH

achieved an average Jaccard of 0.56. In contrast, 80 percent of training data was needed to

reach the same performance when image subsets were chosen randomly (Table 3, Fig. 2c).

Potential time savings in labeling. As an example, we estimated the time required to label all the

images in ECHO-F for both classification and segmentation tasks, and the time that would have
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been required for the smallest ENRICHed subsets that achieved desired performance (44

percent for classification and 64 percent for segmentation), suggesting a savings of a week of

full-time work for an expert labeler, on even this relatively small dataset (Fig. 3).

Discussion

Deep learning on medical-imaging datasets requires labeling that can burden clinical experts. To

address this bottleneck, we developed ENRICH, a method for curating medical image datasets

based on quantitative measures of image similarity. Our results show that quantitative methods

can be used to identify redundancy in image-training datasets, showing that medical datasets

such as ECHO-F contain significant redundancy. Quantitative methods such as ENRICH can

therefore be used to curate training images in a label-free approach. For both classification and

segmentation tasks, using ENRICH demonstrated that (i) redundant images do not aid

significantly in DL model training, (ii) image labels are not needed for curating image datasets

for redundancy, and (iii) for some medical datasets, state-of-the-art performance can be

achieved using only a fraction of the full training dataset.

ENRICH eliminates the need to label large portions of available image data—over half, in the

case of our binary classification task (Fig. 2b)—while still achieving the same performance as

when all images are used. Furthermore, with only a minor hit to performance, even fewer

images can be used: for example, while not statistically the same as full dataset performance,

the performance of only 20 percent of the training dataset still had an AUC of 0.98 (Fig. 2b). The

implications of these findings for economizing on expert clinical image labeling are clear. In

theory, the same methods used here to curate training data can be used to curate testing

datasets, in order to provide the most efficient and most representative benchmarks for

generalizability.

For the classification task presented here, model trainings did not include standard data

augmentations (such as rotating or flipping images; see Methods) in order to (i) remove data

augmentation as a potential confounder in measuring ENRICH performance (ii) mimic clinical

DL model-training situations where data augmentation may not be desired. However, in the

future, data augmentation can be applied to enrich training subsets, hopefully requiring even

fewer images to meet optimum test performance.
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For the segmentation task presented here, a larger subset of training data was needed to

approximate full training set performance, suggesting that ENRICH was less helpful for

segmentation. However, it is important to note that for the segmentation task, labeling was so

time-consuming that we had already chosen not to label every frame in each video clip

(Methods; Table 1). Therefore, the finding that an additional 36 percent of the

already-intuitively-reduced dataset was not needed to reach full dataset performance is an

additional gain in efficiency over informal curation. The segmentation task therefore

demonstrates that a quantitative approach to image dataset curation has advantages over

intuitive approaches. When considering that labeling each image for segmentation took several

minutes, and 36 percent of the training dataset for segmentation comprised 449 image frames,

the potential time savings in labeling even on an already-intuitively-reduced dataset is

significant.

ENRICH can accommodate different choices of similarity measure (step 1) and ranking

algorithm (step 2). Here, we used a d-VAE to provide a pairwise image similarity measure based

on imaging data of the same general type used in our experiments, and we used a ranking

algorithm that did not require a priori labeling even of the starting training images. In the future,

investigating alternative similarity measures and ranking algorithms offers opportunities to test

and potentially optimize ENRICH for specific image datasets or imaging tasks. For example,

other pairwise image similarity metrics may prove more informative or simpler to compute; other

ranking algorithms may account for class balance, which is important in classification tasks.

Additionally, different algorithm choices as well as code optimizations can be explored to

maximize the utility of ENRICH while minimizing time and computational load. Quantitative

measures of similarity have been shown to add useful insights in other fields 28,29. ENRICHment,

in various forms, is expected to be a useful new avenue for decreasing labeling burden and

speeding iterative training and testing of DL models in development.
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Figure Legends

Figure 1. ECHO-F dataset has significant redundancy among images. Pairwise similarity

measures among images in the ECHO-F classification and segmentation datasets are shown

(excluding images compared with themselves). Shading indicates the percent of image

similarities with values of 0.7-0.9 (dark gray), 0.5-0.7 (medium gray), and 0-0.5 (light gray),

where a similarity measure of 0 indicates a highly dissimilar image pair and a measure of 1

indicates an identical image pair. As shown, over 60 percent of image similarity measures have

a score of 0.7-0.9 for both classification and segmentation datasets, indicating a high number of

similar images in these datasets.

Figure 2. ENRICH allows for similar test performance using a fraction of available training

data, outperforming training on randomly selected image subsets. (a) The overall

schematic for iteratively adding images to an initial, small group of images is shown. The

algorithm used can be ENRICH or one that adds images at random. (b) From a common

1000-image starting dataset (grey), additional images were added to create increasingly larger

training subsets using ENRICH (blue) vs random addition (yellow). Dots represent mean AUC

on the test set (Table 1) from 10 replicates for each datapoint; error bars for each datapoint

show 1 standard deviation around the mean. Asterisks for each training data subset represent

statistical differences between ENRICH and random according to the standard convention (ns =

p>0.05; * = p≤0.05; ** = p≤0.01; *** = p≤0.001; **** = p≤0.0001). Datapoints circled in red are

statistically indistinguishable from model performance using the full training set (100% of

training images; black dot). (c) For a multi-class segmentation task, average Jaccard index for

segmented structures is shown as a function of increasing training set size using ENRICH (blue)

vs. randomly added images (yellow).

Figure 3. Labeling time savings using ENRICH. Time estimates for classification (left) and

segmentation (right) for ECHO-F.
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Tables and Figures

Table 1. Overall training and test datasets

Classification: A4C Classification: NT Segmentation: A4C

Training Test Training Test Training Test

Number of

images
20,378 4,365 25,082 3,618 1,248 173

Number of

patients
652 80 281 51 186 20

Number of

video clips
1,495 198 2849 764 299 48
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Table 2. Training data subsets for classification tasks

Dataset NT

% of full

training set
2 7 11 22 33 44 55 66 77 88 100

Number of

images
562 1,979 3,470 7,421 10,671 13,476 15,955 18,188 19,731 19,731 25,082

Number of

patients
105 225 270 281 281 281 281 281 281 281 281

Number of

video clips
412 1,341 2,131 2,740 2,792 2,810 2,818 2,827 2,834 2,834 2,849

Dataset A4C

% of full

training set
2 7 11 22 33 44 55 66 77 88 100

Number of

images
438 1,021 1,530 2,579 4,329 6,524 9,045 11,812 15,269 20,269 20,378

Number of

patients
268 505 630 652 652 652 652 652 652 652 652

Number of

video clips
355 898 1,320 1,479 1,493 1,495 1,495 1,495 1,495 1,495 1,495
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Table 3. Training-data subsets for segmentation task

Segmentation: A4C

% of full

training

dataset

16 24 32 48 64 80 100

Number of

images
200 300 400 600 800 1,000 1,248

Number of

patients
99 119 130 152 168 179 186

Number of

video

clips

121 154 182 231 264 283 299
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Figure 1. ECHO-F dataset has significant redundancy among images
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Figure 2. ENRICH allows for similar test performance using a fraction of available training

data, outperforming training on randomly selected image subsets

18

All rights reserved. No reuse allowed without permission. 
(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 

The copyright holder for this preprintthis version posted May 25, 2021. ; https://doi.org/10.1101/2021.05.22.21257645doi: medRxiv preprint 

https://doi.org/10.1101/2021.05.22.21257645


Figure 3. Labeling time savings using ENRICH
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