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ABSTRACT

An increase in dementia cases is producing significant medical and economic pressure in many
communities. This growing problem calls for the application of AI-based technologies to support
early diagnostics, and for subsequent non-pharmacological cognitive interventions and mental well-
being monitoring. We present a practical application of a machine learning (ML) model in the
domain known as ’AI for social good’. In particular, we focus on early dementia onset prediction
from speech patterns in natural conversation situations. This paper explains our model and study
results of conversational speech pattern-based prognostication of mild dementia onset indicated by
predictive Mini-Mental State Exam (MMSE) scores. Experiments with elderly subjects are conducted
in natural conversation situations, with four members in each study group. We analyze the resulting
four-party conversation speech transcripts within a natural language processing (NLP) deep learning
framework to obtain conversation embedding. With a fully connected deep learning model, we use
the conversation topic changing distances for subsequent MMSE score prediction. This pilot study is
conducted with Japanese elderly subjects within a healthy group. The best median MMSE prediction
errors are at the level of 0.167, with a median coefficient of determination equal to 0.330 and a mean
absolute error of 0.909. The results presented are easily reproducible for other languages by swapping
the language model in the proposed deep-learning conversation embedding approach.

Keywords Dementia · Biomarker · Spontaneous speech · Conversation · Deep learning · Natural language processing ·
Artificial intelligence for social good ·Machine learning

1 Introduction

Dementia, especially aging-associated memory decline, is a very critical global challenge in this century. Approximately
50 million older adults live with a dementia spectrum of neurocognitive disorders, as reported in recent assessments
by the World Health Organization (WHO), and there are nearly 10 million new cases every year. Social welfare and
mental well-being support in aging societies is becoming overloaded due to increased longevity and progression of
dementia cases that significantly affect healthcare costs (Livingston et al., 2017). The Cabinet Office in Japan annually
publishes a report on the aging society to address the situation (Japanese Government, 2019). The United Nations
Sustainable Development Goal #3 entitled "Good Health and Well-being" (United Nations, 2019) also highlights
the need to address the phenomenon with a focus on healthy aging, and it fosters well-being for all at all ages.
Modern approaches to dementia, and particularly the most severe occurrence of Alzheimer’s disease (AD), demand
the improvement of personalized treatments, relying not only on traditional pharmacological interventions but also
on lifestyle modifications (Bredesen, 2017), as well as cognitive preservation strategies (Czaja et al., 2018; Reinhart
and Nguyen, 2019). Modern societies also await the development of dementia early-onset prediction and successful
preventive actions, as broadly discussed in (Livingston et al., 2017). Many established pharmacological treatments and
contemporary ’beyond-a-pill’ and ’digital-pharma’ therapeutical interventions require reliable biomarkers. A research
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focus on advanced applications of electroencephalography (EEG) imaging methods (Chen et al., 2006; Mcbride et al.,
2015; Horvath et al., 2018; Rutkowski et al., 2018; Rutkowski et al., 2019; Rutkowski et al., 2019, 2020) often requires
a more clinical-level environment for successful application.

Language and discourse communication are among the most advanced tools of human civilization, as they afford
abstract thought formation and exchange, spanning from daily conversations to cultural growth (Hauser et al., 2002;
Michel et al., 2011). Language disorders often elucidate cognitive impairments or neural atrophy, as written or spoken
communication processing employs many brain regions (Monsch et al., 1992; Snowdon et al., 1996). Previous studies
on the relationship between language and cognitive functions have validated the use of linguistic features, such as verbal
fluency, lexicon, semantic associations, and temporal patterns in spontaneous speech, in distinguishing people with
dementia from healthy individuals (Monsch et al., 1992; Snowdon et al., 1996; Troyer et al., 1998; Hoffmann et al.,
2010; Laws et al., 2010; Szatloczki et al., 2015; Fraser et al., 2016; Aramaki et al., 2016). Considering the development
of practical home use applications, several research groups have focused on predicting mild cognitive impairment
(MCI) or mild dementia onset using machine learning methods trained on large-size language corpora (Hernández-
Domínguez et al., 2018; Fraser et al., 2019; Asgari et al., 2017). Recently it has become more manageable to collect
and analyze large-size language datasets, such as daily conversations (Stark et al., 2020; Power et al., 2020), due to
the development of applications (Otake et al., 2009; Otake-Matsuura, 2018; Otake-Matsuura et al., 2021), acoustic
feature processing approaches (Fu et al., 2020; d. la Fuente Garcia et al., 2020), and natural language processing (NLP)
algorithms (Bojanowski et al., 2016; Joulin et al., 2016a,b).

We propose a machine-learning (ML) approach, relating to the domain of AI for the social good. Successful application
shall allow for computerized discrimination of early MCI or mild dementia onset, defined by the Alzheimer’s Association
as a Mini-Mental State Exam (MMSE) score of 20 6 MMSE 6 24, as thoroughly reviewed by Christa Maree Stephan
et al. (2013). MMSE was initially developed to evaluate cognitive functions, including registration attention and
calculation, recall, language, ability to follow simple commands, and orientation Tuijl et al. (2012). We hypothesize that
taking part in a multiparty conversation requires attention and remembering to stay on a topic, intact language skills,
and registration related to working memory. Thus, estimating the MMSE scores from conversational behavior patterns
is a solid and challenging approach since it shall limit the human examiner subjectivity and errors.A self-reported
working-memory decline causing subjective cognitive impairment (SCI) is one of the early signs employed in the
medical community (Emrani et al., 2018), and it often manifests in modified linguistic patterns (Eyigoz et al., 2020).

The contribution of the project reported is twofold. First, we present a novel conversation path length analysis based on
a modern natural language processing methodology converting whole conversational segments into multidimensional
vectors representing topics. Next, we propose a deep neural network model to predict MMSE scores from older adults’
conversation topic patterns, supported by encouraging results confirmed on a dataset of 65 participants. The paper is
organized as follows. The next section describes the data collection, experimental, and machine learning tools used in
the project. Results and discussion follow, together with proposed future research directions.

2 Materials and Methods

In the initial processing stages, we apply a speech data collection paradigm (Otake-Matsuura, 2018; Otake-Matsuura
et al., 2021), as explained in Section 2.1, together with natural language processing using a word-to-vector (word2vec)
conversation embedding analysis method (Bojanowski et al., 2016; Joulin et al., 2016b,a) in Section 2.2. As the current
project’s original contribution, in Section 2.3 we propose conversation topic path analysis for mild dementia onset
elucidation. Finally, a description of a machine learning model for prediction of the Mini-Mental State Exam (MMSE)
score from conversational speech utterances follows in Section 2.4. (An entire data processing diagram is also presented
in supplementary material Figure ??.)

2.1 Recording of Four-party Short Conversations

In the current project, we collected speech utterances from free and topic-cued spontaneous conversation samples lasting
approximately 30 minutes each (Otake-Matsuura, 2018; Otake-Matsuura et al., 2021), using headset microphones
limiting the capture of crosstalk among participants. (There was no need for subsequent sound separation or speaker
identification as each recorded audio channel contained the voice of a single speaker.) The 65 elderly subjects (average
age of 72.6 ± 3.2 years old; 35 females; 30 males) participated voluntarily in the study, and they all gave informed
written consent. Each subject participated in 12 weekly informal four-party chat meetings, which resulted in about 13
recordings for each (due to technical difficulties, some meetings resulted in two records). In the current conversational
project, each meeting’s topic was decided one week in advance, and the subjects were instructed to prepare and stay
within the topic limits. The topic limitation allowed for separate analysis of each participant’s speech, although the other
participants’ influence was potentially confounding. The participants were instructed to make balanced contributions.
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Figure 1: Pairwise plots show linear relations between all available feature pairs. In the gender feature category, females
are denoted as 1, and males as 0. Education: indexed by 2 for 6 ∼ 9 years of education; 3 for 10 ∼ 12; 4 for 13
and above, respectively. DSST: Digit Symbol Substitution Test. VFT: Verbal Fluency Test. The results of the DSST
and VFT display marginal correlations with MMSE, indicating no relation between topic path lengths and associative
learning or semantic fluency, as estimated by these two tests. Within the project group, subject age, education, and
gender also correlated only marginally with MMSE scores, VFT, DSST, and the proposed conversational features for
the evaluated participants.
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The participant groups were formed at random, and the subjects did not know each other, but in the course of 12
weekly meetings, they became familiar with one another. The study was reviewed and approved by the RIKEN Ethics
Committee in Wako-shi, Saitama, Japan. The older Japanese adults were recruited from the aged people support focused
Tokyo Silver Human Resources Center. We set exclusion criteria to limit participants to healthy people only as follows:
no prior dementia diagnosis; no history of neurological disease; no medication known to affect the central nervous
system; and no fewer than 24 points on the Japanese Mini-Mental State Examination (MMSE) (Sugishita et al., 2018).
The assessment we conducted relied on medical interviews, neuropsychological tests (including the Digit Symbol
Substitution Test (DSST) and Verbal Fluency Test (VFT)) and self-reports. The resulting participant MMSE scores
were in the range of 24 − 30 (28.0 ± 1.46; mean ± standard deviation; detailed subject MMSE score distributions
and the number of recorded conversations for each score are depicted in supplementary material Figures ?? and ??,
respectively).

2.2 Recorded Conversation Preprocessing

We first identified the audio recordings for each speaker and transcribed them for further machine learning-based
processing using the Google Cloud Speech-to-Text service (Google, Mountain View, CA, 2018). The speech-to-
text transcripts were then manually corrected by hired independent native Japanese speakers. In a second step, we
automatically decomposed all the transcripts into separate word sequences and performed lemmatization using the
MeCab library (ver. 0.996) (Kudo, 2006) in Python, ver. 3.8.4, which is a valuable method for Japanese language
transcript morphological analysis utilizing conditional random fields (Kudo et al., 2004). Finally, we obtained
formatted transcripts for each participant’s spoken passages segmented into words in all sessions. We next transformed
the formatted text transcripts to vectors through a word2vec approach (Joulin et al., 2016b) using a pre-trained
neural network model for the Japanese language (available thanks to Grave et al. (2018) and Mikolov et al. (2018)
under a Creative Commons Attribution-ShareAlike License 3.0) to reconstruct linguistic contexts of words or whole
sentences/expressions. Such a neural network takes as its input a large corpus of words, and it produces a resulting
vector space, usually of several hundred dimensions - each unique word in the corpus denoted by the corresponding
unique vector in the space (Bojanowski et al., 2016). Word vectors sharing familiar contexts in the corpus are located
close to one another in the space (Joulin et al., 2016b). Word2vec is an especially computationally-efficient predictive
model for discerning word embeddings from raw text. FastText is a valid word embedding method that is an extension
of the word2vec model implemented in Python, ver. 3.8.4 (fastText, 2020). Instead of deriving vectors for words
directly, fastText represents each word as an n− gram of characters (Bojanowski et al., 2016; Joulin et al., 2016b,a).
Additionally, fastText works well with rare words, so even if a word is not present in the corpus, during training
it can be broken down into n − grams to create its embeddings. We computed vector representations of entire
sentences/expressions by a speaker in the conversation, as introduced by Joulin et al. (2016b). In the project presented,
we used fastText pre-trained Japanese vectors (fastText, 2020). We decided to use a publicly available model for
possible simple reproducibility of the proposed approach in the 157 available languages (Grave et al., 2018; Mikolov
et al., 2018). We generated the embeddings using the original 300–dimensional vectors and the reduced versions to
16, 32, 64, and 100 dimensions, using fastText tools; Grave et al. (2018); Mikolov et al. (2018), which apply principal
component analysis for dimensionality reduction. We present a comparison of the embedding vectors in the results
section. For each four-party conversational event, we aggregated the topic feature matrices for each speaker separately.
In each feature matrix, the row number indexed the speaker’s sentences/expressions, which we defined as an activity
score in the conversation. The feature matrices thus created were subsequently used for topic path analysis and MMSE
prediction, as discussed in the following sections.

2.3 Conversation Topic Switching Path Analysis

The sentences/expressions denoted by index m were transformed into embedding vectors vm,c,u for conversations c and
user (speaker) numbers u ∈ {1, 2, . . . , 65}, as explained in the previous section. Using fastText, pre-trained Japanese
vectors, we next analyzed topic variability within each four-party conversational event.

2.3.1 Whole Conversation Topic Switching Path Length

For each user u in a conversation meeting denoted by c, we calculated topic switching distances at time step m, using
the Euclidean distance

tm,c,u =
∥∥vm+1,c,u − vm,c,u

∥∥
2
, (1)

between two consecutive topic-representing vectors in a multidimensional word2vec-space and for m ∈ {1, . . . , 273−1}
in the current project. We introduced a whole conversation topic switching path length lc,u defined for a conversation
number c, user number u as the sum of all progressive distances between topics mentioned (switched between) by each
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Table 1: The fully connected neural network model applied in the study, implemented in Python, ver. 3.8.5, Keras
library by Chollet (2017), and also in TensorFlow by Abadi et al. (2015)

Layer type Number of units Activation function Number of parameters
input layer 4 none none
fully connected (dense) 64 ReLU 320
fully connected (dense) 32 ReLU 2080
fully connected (dense) 1 linear 33

user separately in a single meeting, as

lc,u =
M−1∑
m=1

tm,c,u, , (2)

where M is the maximum number of the participant’s u conversation steps in a discourse c. The whole conversation
topic switching path lengths thus obtained represent the number of different topics covered by each speaker.

2.3.2 Speaker Activity in the Conversation

We calculated speaker activity ac,u in a conversation c for each user u as the sum of all separate spoken contributions
(discourse turns taken) in conversations represented by the multidimensional word2vec feature space in the project
presented. In practice, the activity was the number m of word2vecs vm,c,u for each participant in the conversation.
Thus, the number of discourse contribution steps defined speaker activity in a single four-party conversation. We also
compared pairwise the topic path lengths with the available user characteristics, namely age, gender, MMSE, and
activity (number of turns by each speaker in each conversation), with results as explained in Section 3.1.

2.3.3 Statistical Significance and Wasserstein Distances of Topic Distance Distributions between Pairs of
Groups with the Same MMSE

We compared pairwise topic switching distance tm,c,u distributions obtained from equation (1) at every conversation step
m = 1 ∼ 273 between pairs of groups of subjects with the same MMSE score. In order to do so, we first concatenated
the results from all users u with the same MMSE score s and at every time step m into score-based topic distance
continuous distribution functions Um,s with s ∈ {24, . . . , 30}. Next, we conducted statistical significance analyses
using the Wilcoxon test and Wasserstein distance (Ramdas et al., 2017) (using NumPy by Harris et al. (2020) and SciPy
by Virtanen et al. (2020) libraries in Python, ver. 3.8.4), comparing available topic distance distributions Um,s for all
pairs of available MMSE scores s at every time step m. We calculated Wilcoxon pairwise comparisons p-values for all

pairs i 6= j as pr,i,j(m) = ranksums
(
Um,i, Um,j

)
, and Wasserstein distances dw,i,j(m) = inf

(
E
[∣∣Um,i, Um,j

∣∣]),

where inf() is an infimum taken over all joint distributions of the random variables Um,i and Um,j . E[U ] denotes the
expected value. The results of the two analyses above are discussed in Section 3.1.

2.4 MMSE Prediction from Small Group Conversation Patterns

We have proposed a simple yet powerful, fully connected neural network model with a linear output layer (Chollet,
2017) to predict MMSE-scores from conversational patterns focusing on spoken expression topic variability within a
four-party discourse for each speaker separately. Often in real-life situations, we have to deal with randomness, and
we do not always observe the same MMSE evaluations for similar cognitive performance by elderly subjects. A deep
neural network model can learn to predict MMSE scores even from a limited number of training samples.

The challenging task with the fully connected neural network design is choosing the correct number of layers and
learned parameters. The data type to be modeled plays a vital role in such a case. Although the cognitive MMSE
scores are not continuous, we assume continuity, and we model the possible score values as a regression model. The
fully connected neural network (FNN) model with two hidden layers employing rectified linear units (ReLU) was
implemented in Keras by Chollet (2017) and TensorFlow by Abadi et al. (2015) within architecture as summarized in
Table 1. (We also provide a full data processing diagram in supplementary material Figure ??.) Four input features
of the FNN models (as stated in Table 1) are composed of the whole conversation topic switching path length lc,u
obtained from equation (2), speaker activity ac,u, gender, and age. We trained the neural network with RMSprop
optimizer (Goodfellow et al., 2016; Chollet, 2017) and a loss function of mean squared error. Training set batch sizes
were set to 32 due to a limited training sample (844 in the study). Empirical training experiments with early stopping
criterion suggested that 200 epochs would be sufficient for good validation results, avoiding overfitting. Therefore, we
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Figure 2: The violin plots depict the whole conversation topic switching path length distributions, obtained from
equation (2) and binned into three groups of MMSE scores of the project’s subject population. The conversation topic
path lengths of subject group 29 ≤ MMSE ≤ 30 are statistically significantly longer than evaluated with the Wilcoxon
rank sums and Mann-Whitney U for larger median tests at a Bonferroni-corrected significance level of p < 0.01667.

set the number for all ten-fold cross-validations (using a KFold function from the scikit-learn library by Pedregosa
et al. (2011), with a shuffling of data before splitting into batches, and the same random state setting for all the tested
dictionaries) and tested word2vec dictionary sizes for a fair comparison of the trained models. The KFold function
guaranteed that the classifier training data from the same user’s conversation were not subsequently used to evaluate the
same cross-validation run’s machine learning model. All the input features were normalized by subtracting the mean
and dividing by the standard deviation.
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Figure 3: The upper diagonal graphs present pairs of distributions compared by means of Wilcoxon statistical
significance tests during four-party conversations, with hot spots depicted in blue (pr,i,j(m) < 0.05) at every discourse
contribution step m, where the topic congruence varied. In the lower diagonal traces with more informative Wasserstein
distances dw,i,j(m) (Ramdas et al., 2017), pairwise evaluations identify more clearly speakers in MMSE groups with
scores of 24 and 25 as more gradually differing in the middle of conversations compared with the remaining pairwise
evaluations.
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Table 2: Median MMSE score prediction results using five different word2vec dictionary sizes

Dictionary size of word2vec Median MMSE error Median R2 Median MAE
16 0.457 0.248 0.988
32 0.520 0.231 0.985
64 0.337 0.265 0.953
100 0.199 0.303 0.917
300 0.167 0.330 0.909

3 Results

The study results confirm the validity of the proposed approach to predict MMSE scores from conversational speech
patterns focusing on topic switching. The new biomarker and machine learning model evaluation resulted in very
encouraging outcomes supporting the original research hypothesis. We discuss the results in detail in the following
Section 3.1 for conversation path analyzes and in 3.2 for MMSE predictions.

3.1 Conversation Topic Switching Path Analysis Results

The results of pairwise comparisons of the topic path lengths with available user characteristics, namely age, education,
gender, MMSE, activity, DSST and VFT are summarized in Figure 1. The cognitive MMSE scores showed promising
linear codependencies with topic path lengths, age, gender, and activity, which we explored next using a machine
learning prediction approach, as discussed in the following section. Distributions of topic path lengths for participant
groups with various MMSE scores are depicted in Figure 2, together with Wilcoxon rank-sums and Mann-Whitney
U test significance scores. The group of 29 ≤ MMSE ≤ 30 produced statistically significantly longer path lengths at
a Bonferroni-corrected significance level of p < 0.01667. MMSE ≤ 24 characterizes mild dementia onset (Christa
Maree Stephan et al., 2013). Hence this preliminary result indicated that a more advanced deep neural network
application was necessary. In Figure 3, we present statistical significances and Wasserstein distances (Ramdas et al.,
2017). The analyses compared topic switching distributions during the discourses as a function of activity. The resulting
statistical significance plots (depicted in the upper diagonal graphs in Figure 3) show conversation hot spots where
the topic congruence varied. The more informative Wasserstein distances (presented in the lower diagonal graphs in
the Figure 3) identify more clearly users from MMSE groups with scores of 24 and 25 as more gradually differing in
the middle of conversations compared with the remaining pairwise evaluations. The two results above confirm the
preliminary project hypothesis that the whole conversation topic switching path length was an appropriate input feature
for subsequent machine learning model training.

3.2 MMSE Prediction Results with Machine Learning Model

The encouraging ten-fold-cross-validation machine learning model results are summarized in the form of MMSE
prediction error, coefficient of determination (R2), and mean absolute error (MAE) distributions for the word2vec
dictionary sizes tested in Figure 4. The median predicted MMSE scores were similar for the all word2vec dictionaries
tested with lower and upper quartiles in ranges of ±1. The best median coefficients of determination (R2) and mean
absolute errors are obtained for the most extensive dictionaries of sizes 100 and 300. The median results of all
distributions depicted in Figure 4 are also summarized in Table 2 (scatter plots of real and predicted MMSE scores in
supplementary materials Figure ??). The sound predictions of MMSE based on conversational patterns confirm our
project’s primary hypothesis of the possibility of estimating cognitive decline from speech patterns, focusing on topic
switching paths in small group conversations.

4 Discussion

This feasibility study presents results obtained with a novel MMSE score prediction biomarker from conversational
speech patterns. Although in the current project the MMSE score groups did not have the same number of subjects,
the proposed fully connected neural network model produces encouraging results, as additionally explained in the
scatter plot in supplementary materials Figure ??. The growing success of machine learning methods contributing
to modern-day AI applications has created many opportunities to employ recent natural language processing deep
learning tools for social benefit. We have proposed a two-fold machine learning application. First, we employed
publicly available speech-to-text and pre-trained fastText models for Japanese conversation vectorization in the so-
called word2vec approach. The fastText pre-trained models are available for 157 languages; thus, our approach’s
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Figure 4: MMSE score predictions employing five different word2vec dictionary sizes using the proposed fully-
connected deep neural networks. All predictions have mean errors below 1.0, and the best predictions for MMSE are
for word2vec dictionary size 300.

9

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 19, 2021. ; https://doi.org/10.1101/2021.05.18.21257366doi: medRxiv preprint 

https://doi.org/10.1101/2021.05.18.21257366
http://creativecommons.org/licenses/by-nc/4.0/


Dementia Prediction in Older People through Topic-cued Spontaneous Conversation A PREPRINT

reproducibility is guaranteed. We show that the whole conversation topic switching path lengths obtained from each
user discourse in the multidimensional space varied statistically for lower MMSE-scoring participants. These data
were therefore suitable for the second machine learning model training. The final fully connected machine learning
model, which is the present approach’s main contribution, allows for MMSE score prediction from recorded four-party
conversation recordings. With smaller dictionaries, we also observed a reduction in computation complexity and time,
and reduced memory requirements (the largest dictionary of size 300 was about 7GB, while the smallest of size 16
took 430MB). A future practical application in a smartphone or a wearable might benefit from a trade-off between
accuracy and memory requirement.

The experimental results obtained in this study confirm the validity of the hypothesis of the possibility of employing
machine learning methods to vectorize conversational utterances for subsequent topic switching analysis. The flattened
word2vec features representing the conversation topics of each participant in a four-party conversation, with activity
measures, age and gender used as input for the deep learning regressor training ten-fold cross-validation regime, are
shown to result in the reliable prediction of participants’ MMSE scores. The encouraging median results offer a step
forward in the development of novel methods, expected to improve the life of the elderly concerned about possible
mental decline due to dementia. The potential employment of the aforementioned AI/ML-based mild dementia onset
prediction may lead to a healthcare cost reduction, serving aging societies.

We also recognize the inherent deficiencies of the current method as our results are assessed on the basis of human-
error-prone MMSE scores, which are only proxy estimators of cognitive decline. AI-based dementia predictors, if used
without rigorous evaluation, might also pose a risk of misapplication or harm; therefore, stringent ethical measures
would have to be implemented accordingly.

The preliminary results of simple path length analysis presented in Figure 2 produced mixed outcomes, showing that just
a summation of topic distances was not adequate for a simple threshold-based application. In contrast, the application
of a deep neural network model to the entire topic switching activity for each subject separately resulted in encouraging
results for all word2vec dictionary sizes evaluated in the project, as shown in Figure 4 (also in the supplementary
materials Figure ??). A multiparty conversation evaluation could be implanted in teleconferencing systems, which have
become very popular during the COVID-19 pandemic. We believe that MMSE score estimation within the reported
limited prediction error could be acceptable as a biomarker component indicating possible cognitive decline from
conversation patterns, without the necessity of older adults leaving their homes during pandemic lockdown situations.
Pandemic lockdown-related isolation might accelerate dementia-related symptoms; therefore, simple conversation
monitoring related measures could be implemented. Conversation topic-related word2vec features, which might be
estimated on the subject’s mobile phone, would also guarantee privacy by not transmitting explicit discourse contents to
dementia diagnostic centers.

In the next step of the project, we plan to evaluate the methods developed with a larger sample of healthy versus
subjectively or mildly cognitively impaired individuals, and possibly as a biomarker monitoring tool for older adults
diagnosed with dementia who are undergoing cognitive behavioral therapy. We furthermore intend to include a measure
of daily function such as a clinical dementia rating scale (Morris, 1997), or a similar assessment to evaluate the older
adult’s more broadly cognitive function. We also plan to combine the conversational measures with neurophysiological,
especially EEG and fNIRS, methods for an even more trustworthy final objective evaluation of a possible cognitive
decline due to age-related brain atrophy. We believe that the prospective involvement of AI techniques shall reduce or
even partially reverse dementia pathologies in aging societies.
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A Supplementary Material

A.1 Supplementary Figures

Figure A.1: Full processing pipeline diagram from the recording of a four-party-conversation at the top to conversation
topic switching analysis and MMSE prediction for each participant’s activity in a separate channel.
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Figure A.2: Numbers of subjects with each MMSE score in the dataset.
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Figure A.3: Number of recorded conversations for each MMSE score in the database. The numbers on the vertical axis
add up to 844, which is the number of all the dataset samples. Each participant was intended to attend 12 conversational
meetings, but some meetings were canceled, and some generated more than one recording.

16

 . CC-BY-NC 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted May 19, 2021. ; https://doi.org/10.1101/2021.05.18.21257366doi: medRxiv preprint 

https://doi.org/10.1101/2021.05.18.21257366
http://creativecommons.org/licenses/by-nc/4.0/


Dementia Prediction in Older People through Topic-cued Spontaneous Conversation A PREPRINT

Figure A.4: Scatter plots with real and predicted MMSE values using the proposed fully connected neural networks
trained with word2vec dictionary sizes of 16, 32, 64, 100, and 300. The real MMSE values on the horizontal axis are
randomly jittered in a range of ±0.5 around the original values for visualization purposes. Figure created with Seaborn
ver. 0.11.1 by Waskom and the seaborn development team (2020).
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