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Abstract

We investigate time scale separation in the vector borne disease model
SIRUV, as previously described in the literature [1], and recently reana-
lyzed with the singular perturbation technique [2]. We focus on the anal-
ysis with a single small parameter, the birth and death rate µ, whereas
all other model parameters are much larger and describe fast transitions.
The scaling of the endemic stationary state, the Jacobian matrix around
it and its eigenvalues with this small parameter µ is calculated and the
center manifold analysis performed with the method described in [3] which
goes back to earlier work [4, 5], namely a transformation of the Jacobian
matrix to block structure in zeroth order in the parameter µ is used and
then a family of center manifolds with µ larger than zero is obtained.

1 Introduction

Here we investigate the time scale separation of the fast infected mosquito
dynamics V from the slow human infection I in the SIRUV model in respect
to its only small parameter µ, describing the slow transition of building up
susceptibles S from the recovered R, either by waning immunity or here via
death of any human and birth of susceptibles.

The SIRUV model has been described in detail in [1] and recently investi-
gated further e.g. in [2]. However, the full SIRUV model does not have the stan-
dard form for time scale separation, where the standard form is a separation into
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slow variable dynamics dx/dt = εf(x, y, ε) and fast dynamics dy/dt = g(x, y, ε)
with a small scaling parameter ε, eventually originating from scaling of several
biological model parameters. In [1] from the SIRUV a simplified model, the
SISUV model, was constructed by using nearly all parameters as in the SIRUV
model, but without a recovered class R, and therefore an extended period of
infection, hence slow recovery, i.e. small γ, and consequently also small infectiv-
ity β. Hence the small parameter ε originates from γ = ε · γ̄ and β = ε · β̄ with
β̄ etc. in the range of the fast mosquito parameters. This simplified SISUV
model has the standard form for time scale separation, and hence is a good test
bed for standard techniques in comparison, such as center manifold analysis in
comparison with classical time scale separation arguments like scaling of the
time parameter with ε to obtain quasistationary expressions V = V (I), all this
in zeroth order implicitly [1] or more recently a rigorous analysis with singular
perturbation techniques beyond the zeroth order approximation [2].

But in the full SIRUV model we only have one biologically small parameter
µ inside the slow dynamics function f = f(x, y, µ) and hence slow dynamics
dx/dt = f(x, y, µ) and fast dynamics dy/dt = g(x, y). For such harder prob-
lems of time scale separation in the literature other techniques like Implicit
Low Dimensional Manifolds (ILDM) or zero-derivative principle for slow–fast
dynamical systems have been suggested and compared with each other [6]. The
ILDM e.g. relies on the Jacobian matrix around any point in state space and
the condition for slow manifold is given by the expression of the dynamics in
eigenvector basis.

In standard time scale separation systems the comparison of ILDM and
singular perturbation have shown that they agree only in lower order approxi-
mation up to second order (O(ε2)), but then deviate [7]. And such methodes
like ILDM or zero-derivative principle are in danger of picking up spurious man-
ifolds not agreeing with the Fenichel manifold of singular perturbation, in cases
when they can be compared [6].

Here the center maifold analysis for the SIRUV model is presented as closer
to the singular perturbation theory (and actually in a careful analysis of the
scaling with small parameter the center manifold and singular perturbation
agree in standard time scale separation systems, see the SISUV model again as
example). Actually, a singular perturbation analysis can be performed in the
SIRUV model by introducing next to the naturally small parameter µ a second
parameter ε in the way of dx/dt = εf(x, y, µ) and dy/dt = g(x, y) where ε is not
directly originating from the model parameters, but based on dimensionality
arguments originating from the eigenvalue structure of the Jacobian matrix
around the endemic fixed point [2]. Then ε has to be considered as small in
respect to the mortality of the mosquitoes ν, compared to the mortality of
the humans µ, but is not given directly from the model parameters and the
dimensionality question has to be dealt with via extra arguments. However,
the singular perturabtion gives fast calculations of high orders of the Fenichel
manifold, and is therefore attractive for quick analytical treatment.

Here, in the center manifold analysis a second small parameter is not needed,
and a series expansion can be obtained for the naturally small parameter µ
and for the slow state space variables x giving the fast variable as manifold
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y = h(x, µ) =
∑∞

ν=1 µ
ν
∑∞

ω=1 hν,ωx
ω, where x can be higher dimensional. The

number of slow versus fast variables in all these methods is determined by a
spectral gap, i.e. eigenvalues with small real part for the slow variables and such
with much larger real part for the fast contraction directions in state space, see
e.g. [6].

Another scaling has been suggested, based on the stationary states S∗, I∗

and V ∗, i.e. I = µĪ and V = µV̄ with Ī, V̄ ≈ S∗ (Trento scaling), instead
of the scaling from the spectral gap in the eigenvalues of the Jacobian matrix
around the endemic stationary state. This scaling of state variables, however,
describes a slow-fast dynamics of slow susceptibles S and fast infected humans I
and infected mosquitoes V in the transient behaviour, before the system finally
enters into the slow two-dimensional subspace of V = V (S, I) with S and I
slow and only V fast, as observed from the scaling of the eigenvalues around
the endemic stationary state.

2 The SIRUV model revisited

The SIRUV model (see [1] for a detailed description) reads as follows

d

dt
S = µ(N − S)− β

M
SV

d

dt
I =

β

M
SV − (γ + µ)I

d

dt
R = γI − µR (1)

d

dt
U = ψ − νU − ϑ

N
UI

d

dt
V =

ϑ

N
UI − νV

with human population size N = S(t)+I(t)+R(t) and mosquito population size
M = U(t) +V (t) assumed constant, hence for now ψ := ν ·M . In cosiderations
of seasonality of mosquito abundance ψ could become seasonally forced [11].

For the human population we have birth and death rate of µ = 1
65 y, recovery

rate for e.g. dengue fever of around γ = 1
7 d

= 365
7 y−1, and infection rate

β = 2 · γ. And for the mosquitoes life expectancy of adult mosquitoes, since
only female mosquitoes bite humans for their egg production, we have ν =

1
10 d

= 365
10 y−1, birth rate for a stable population ψ = ν ·M and infection rate

ϑ = 2 · ν [1].
We observe that we have only one slow parameter, the human life span or

supply of new susceptibles, µ = 1
65 y = 0.01538 y−1. All other parameters are

fast, since we have γ = 1
7 d

= 365
7 y−1 = 52.14 y−1, β = 2 · γ = 104.29 y−1,

ν = 1
10 d

= 365
10 y−1 = 36.5 y−1 and ϑ = 2 · ν = 73.0 y−1. For any numerical

analysis we might use as population sizes N = 106 and M = 10 ·N , hence the
ratio of mosquitos to humans is κ = 10.

Due to the conservation of population sizes we can reduce the SIRUV model
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to e.g. an SIV model given by

d

dt
S = µ(N − S)− β

M
SV

d

dt
I =

β

M
SV − (γ + µ)I (2)

d

dt
V =

ϑ

N
(M − V )I − νV

as considered recently [2]. Previously, we investigated an SRV version of the
SIRUV model, since S and R both are in stationarity macroscopic variables,
whereas V is of order µ, hence small and decreasing rapidly with decreasing µ
[1]. But the biology, of course, does not change with the variables chosen for
the analysis.

2.1 The endemic stationary state of the SIRUV model

The endemic stationary state of the SIRUV model is given by

V ∗ =
ϑ
ν I
∗

N + ϑ
ν I
∗
·M (3)

for the infected mosquitoes V , and

I∗ =
µ

γ + µ

(
1− γ + µ

ϑ
ν β

)
β

β + µ
·N (4)

for the infected humans I, and

S∗ = N − γ + µ

µ
I∗ =

(
γ + µ
ϑ
ν β

+
µ

β + µ

)
·N (5)

for the susceptible humans. The other variables R and U follow from the
conservations, hence R∗ = N − S∗ − I∗ and U∗ = M − V ∗.

Of special interest for the following is the fact that I∗ and with it also V ∗

scale with the small parameter µ, hence are of order O(µ), whereas S∗ is of
order O(1), see Eqs. (88), (89) and (90) below.

2.2 Stability analysis around the endemic stationary state of
the SIRUV model

With the notation

d

dt
S = µ(N − S)− β

M
SV =: f(S, I, V )

d

dt
I =

β

M
SV − (γ + µ)I =: g(S, I, V ) (6)

d

dt
V =

ϑ

N
(M − V )I − νV =: h(S, I, V )
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we calculate the Jacobian matrix of the SIRUV model around the endemic
stationary state

A =


∂f(S,I,V )

∂S
∂f(S,I,V )

∂I
∂f(S,I,V )

∂V
∂g(S,I,V )

∂S
∂g(S,I,V )

∂I
∂g(S,I,V )

∂V
∂h(S,I,V )

∂S
∂h(S,I,V )

∂I
∂h(S,I,V )

∂V


∣∣∣∣∣∣∣
(S∗,I∗,V ∗)

(7)

=

 − β
M · V

∗ − µ 0 − β
M · S

∗
β
M · V

∗ −(γ + µ) β
M · S

∗

0 ϑ
N · (M − V

∗) − ϑ
N I
∗ − ν

 =:

 a11 a12 a13

a21 a22 a23

a31 a32 a33


and calculate the eigenvalues of A. The characteristic polynomial to calculate
the eigenvalues is given by

0 = (λ− a11)(λ− a22)(λ− a33)− (λ+ µ) a23 a32 (8)

due to the structure of the Jacobian matrix A with e.g. a13 = −a23 and
a11 = −a21 − µ. Multiplying out we obtain the form

0 = λ3 + a2λ
2 + a1λ+ a0 (9)

with

a2 = −(a11 + a22 + a33) (10)

= γ + ν +
ϑ

N
I∗ +

β

M
· V ∗ + 2µ

a1 = a11 a22 + a33 (a11 + a22)− a23 a32 (11)

= (γ + µ)

(
β

M
· V ∗ + µ

)
+

(
ν +

ϑ

N
I∗
)(

γ +
β

M
· V ∗ + 2µ

)
−ϑβS

∗

N

(
1− V ∗

M

)
a0 = −a11 a22 a33 − µa23 a32 (12)

= (γ + µ)

(
ν +

ϑ

N
I∗
)(

β

M
· V ∗ + µ

)
Now we can solve the characteristic polynomial of third order in λ with Car-
dano’s method, see Appendix A for the detailed analysis.

We expect a structure of the eigenvalues as follows: We have two complex
eigenvalues λ1/2 = a± i · b for the rotating part of the trajectory into the fixed
point and one real eigenvalue λ3 = c, with a, b and c real numbers [1].

From Cardano’s method we obtain the eigenvalues numerically, see Ap-
pendix A, as

λ1/2 = a± i · b = −0.029909± i · 0.994780 (13)

and
λ3 = c = −88.67601 (14)
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in good numerical agreement with [1], where the SRV submodel was used, and
not as here the SIV submodel.

And the scaling analysis gives the largely negative real eigenvalue as

λ3 = c = −(γ + ν)−

(
1 +

ϑ

γ
− ν

β
−
ϑ− ν γβ
γ + ν

+
ϑβ − νγ
(γ + ν)2

)
· µ+O(µ3/2) (15)

with an order O(1) leading part and the pair of complex conjugate eigenvalues
λ1/2 = a±ib with real part a of order O(µ) and complex part b of order O(µ1/2)
explicitly as

a = −1

2

(
ϑβ

νγ
+
ϑ− ν γβ
γ + ν

− ϑβ − νγ
(γ + ν)2

)
· µ+O(µ3/2) (16)

and

b =

√
ϑβ − νγ
γ + ν

· √µ+O(µ3/2) (17)

with the detailed calculations given in Appendix A.

2.3 Qualitative behaviour of the SIRUV model near the en-
demic stationary state

Since we analyse the long term dynamics into the endemic fixed point, we show
here trajectories with initial conditions close to the fixed point. In Fig. 1 a) we
observe in the time series of infected humans I oscillations into the fixed point
given by the straight line. The state space plot of infected humans I versus
susceptible humans S in Fig. 1 b) shows after a brief transient parallel to the
y-axis, hence fast decreasing numbers of infected the spiraling into the fixed
point with little non-linear deformation left.

a)

 100

 150

 200

 250

 300

 350

 400

 450

 0  20  40  60  80  100

I(
t)

t b)

 100

 150

 200

 250

 300

 350

 400

 450

 240000  245000  250000  255000  260000

I(
t)

S(t)

Figure 1: a) Time series of infected and b) state space plot of infected versus
susceptibles in the SIRUV model with initial conditions close to the endemic
fixed point. After an initial transient of decreasing infected I, oscillations sym-
metrically around the fixed point are observed.

For the infected mosquitoes V the time series in Fig. 2 a) shows a similar
dynamics of oscillations into the fixed point as the human infected I in Fig. 1
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a). In addition the state space plot in Fig. 2 b) reveals, after a brief transient,
a close to linear functional relation between V and I, namely

V (I) ≈ ϑ

ν
· M
N
· I (18)

and with the parameter values used here for the SIRUV model, we obtain in
good approximation V (I) ≈ 2 · 10 · I(t). There is only a minor tilting visible to
just observe a spiraling in the complete three dimensional state space of S, I
and V from this two dimensional projection of I and V only.

a)

 2000

 3000

 4000

 5000

 6000

 7000

 8000

 0  20  40  60  80  100

V
(t

)

t b)

 2000

 3000

 4000

 5000

 6000

 7000

 8000

 100  150  200  250  300  350  400  450

V
(t

)

I(t)

Figure 2: a) Time series of infected mosquitoes and b) state space plot of infected
humans versus infected mosquitoes in the SIRUV model with initial conditions
close to the endemic fixed point. The infected mosquitoes follow after a short
transient period the infected humans with V (I) ≈ ϑ

ν ·
M
N · I = 2 · 10 · I(t).

For more information in larger regions of the state space see graphs in [2],
as well as here in SIV state space formulation, and similarly for the SRV state
space formulation of the SIRUV model in [1].
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3 Center manifold analysis of the SIRUV model

3.1 General ansatz of the center manifold analysis of the SIRUV

For the further analysis of the center manifold we first transform the dynamical
system so that the endemic fixed point is in the center of the coordinate system.

The original SIRUV system is given by

d

dt
S = µ(N − S)− β

M
SV =: f1(S, I, V )

d

dt
I =

β

M
SV − (γ + µ)I =: f2(S, I, V ) (19)

d

dt
V =

ϑ

N
(M − V )I − νV =: f3(S, I, V )

and with centered coordinates

z =

 z1

z2

z3

 :=

 S(t)− S∗
I(t)− I∗
V (t)− V ∗

 (20)

and hence for the original state variables S
I
V

 =

 z1 + S∗

z2 + I∗

z3 + V ∗

 (21)

we obtain

d

dt
z =

d

dt

 S
I
V

 =

 f1(S, I, V )
f2(S, I, V )
f3(S, I, V )


=

 µ(N − (z1 + S∗))− β
M (z1 + S∗)(z3 + V ∗)

β
M (z1 + S∗)(z3 + V ∗)− (γ + µ)(z2 + I∗)
ϑ
N (M − (z3 + V ∗))(z2 + I∗)− ν(z3 + V ∗)

 (22)

= Az +

 − β
M z1z3
β
M z1z3

− ϑ
N z3z2

 = Az + q(z)

with A the Jacobian matrix of the SIRUV model around the endemic stationary
state and q(z) the nonlinear part of the dynamics. Hence we have in centered
coordinates the system given by

d

dt
z = Az + q(z)

with the non-linear parts calculated as(
q1(z)
q2(z)

)
=

(
−1
1

)
β

M
z1z3 (23)
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and

q3(z) = − ϑ
N
z3z2 (24)

Then with the knowledge of the eigenvalues and its scaling we could calculate
the, in this case, complex eigenvectors ui and with the transformation matrix

T = (u1, u2, u3) (25)

and the transformation z = Tx3 we obtain the diagonalized system with eigen-
value matrix Λ in the form

d

dt
x3 = T−1ATx3 + T−1q(Tx3) = Λx3 + T−1q(Tx3)

The components of the in this case 3-dimensional vector x3 are in time scale
analysis typically grouped as

x3 =

 x1

x2

y

 (26)

since the first two eigenvalues in Λ, λ1/2 = a±ib, are small, corresponding to the
state variables x := (x1, x2)tr in the transformed diagonalized system as slow
variables, and the third eigenvalue is largely negative, λ3 = c, corresponding to
the state variables y in the transformed diagonalized system as fast variable.

Hence we then have the system separated into fast and slow variables given
as

d

dt
x = A2 x+ f

nl
(x, y)

(27)

d

dt
y = λ3 y + gnl(x, y)

because of the spectral gap between the small λ1/2 = a± ib and the largely neg-
ative λ3 = c. The nonlinear parts f

nl
(x, y) and gnl(x, y) have to be determined

from T−1q(Tx3).
Here in place of A2 with index for a 2 dimensional matrix, we could simply

set the matrix of the two eigenvalues

Λ2 =

(
λ1 0
0 λ2

)
=

(
a+ ib 0

0 a− ib

)
(28)

or, instead of using complex eigenvectors, we can set a real matrix, which has
the same eigenvalues as Λ2, e.g. as

A2 =

(
a b
−b a

)
(29)

Then the full 3 dimensional matrix A3 in block structure is given by

A3 =

 A2
0
0

0 0 λ3

 (30)

9
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Then the center manifold is given by the fast variable y as a function of the
slow variables x := (x1, x2)tr

y = h(x) = h(x1, x2) (31)

where h is now in the SIRUV model a vector valued function and the functional
equation N (h(x)) = 0 becomes

0 = N (h(x)) =
dh(x)

dx
· (A2x+ f

nl
(x, h(x)))− (λ3h(x) + gnl(x, h(x))) (32)

with
dh(x)

dx
=

(
∂h

∂x1
,
∂h

∂x2

)
(33)

Solutions of h(x) can often be found by series expansion of h in its variables x1

and x2, and since the constant and the linear part are already dealt with by the
previous transformation one can start with quadratic terms, hence the ansatz

h(x) = h20x
2
1 + h11x1x2 + h02x

2
2 +O(||x||3) (34)

to be inserted into the equation N (h(x)) = 0.
No reference has been made yet to the scaling with the small parameter µ.

But by continuing to keep track of the scaling we would obtain the coefficients
hij as power series of µ, hence

hij = h0,ij + µh1,ij + µ2h2,ij +O(µ3) (35)

3.2 Block structure transformation with real transformation
matrix

The analysis can be made easier by loosening the condition of exact diago-
nalizing of the Jacobian matrix to transformation into block structure, as e.g.
excercised by [3, 4] in an SEIR epidemiological model for measles, going back
to a first analysis in [5].

Observing the Jacobian matrix of the SIRUV around the endemic fixed
point

A =

 − β
M · V

∗ − µ 0 − β
M · S

∗
β
M · V

∗ −(γ + µ) β
M · S

∗

0 ϑ
N · (M − V

∗) − ϑ
N I
∗ − ν

 (36)

gives for µ→ 0 the matrix

A0 =

 0 0 − ν
ϑγ

N
M

0 −γ ν
ϑγ

N
M

0 ϑMN −ν

 (37)

by remembering that I∗ and V ∗ are of order µ and S∗ = γ
ϑ
ν
β
N +O(µ).

It will be useful later to dissect the matrix A = A0 +Ar into the zero order
part A0 of the Jacobian matrix A and the rest Ar containing all higher orders
of µ which can be easily done.

10
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The eigenvalues of the matrix A0 are λ1 = 0, λ2 = 0 and λ3 = −(γ + ν),
which corresponds to the zeroth order of the eigenvalues as we calculated in
scaling before. Further, the eigenvectors of the lower right 2-dimensional square
matrix are

u1 =

(
ν
ϑ
N
M
1

)
(38)

and

u2 =

(
−γ
ϑ
N
M

1

)
(39)

Hence a real transformation matrix T̃ can be constructed via

T̃ =

 1 0 0

0 ν
ϑ
N
M −γ

ϑ
N
M

0 1 1

 =:

 1 0 0
0 ϕ ψ
0 1 1


which has as inverse

T̃−1 =
1

ϕ− ψ

 ϕ− ψ 0 0
0 1 −ψ
0 −1 ϕ


Then we have the transformation to block structure given by

T̃−1A0T̃ =

 0 − ν
ϑγ

N
M − ν

ϑγ
N
M

0 0 0
0 0 −(γ + ν)

 (40)

=:

 0 ξ ξ
0 0 0
0 0 −(γ + ν)

 =

 A2
ξ
0

0 0 B


with

A2 =

(
0 ξ
0 0

)
(41)

B = −(γ + ν) (42)

C =

(
ξ
0

)
(43)

Now from

d

dt
z = Az + q(z, µ)

we have in zeroth order in µ

d

dt
z = A0z + q(z, µ = 0)

and with x3 = T̃−1z we obtain the block structure

d

dt
x3 = T̃−1A0T̃ x3 + T̃−1q(T̃ x3, µ = 0) =

 A2
ξ
0

0 0 B

x3 + T̃−1q(T̃ x3, µ = 0)

11
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Hence in zeroth order in µ we have

d

dt

(
x1

x2

)
=

(
0 ξ
0 0

) (
x1

x2

)
+

(
ξ
0

)
y + f

nl
(x, y, µ = 0)

(44)

d

dt
y = −(γ + ν) y + gnl(x, y, µ = 0)

and with the blocks A2, B and C

d

dt
x = A2 x+ C y + f

nl
(x, y, µ = 0)

(45)

d

dt
y = B y + gnl(x, y, µ = 0)

which has a structure for the center manifold analysis, see [9].

3.3 Families of center manifolds

Now for higher orders in µ we have to construct families of center manifolds
[10] of the form

d

dt
x = P (x, y, µ)

(46)

d

dt
y = Q(x, y, µ)

such that

P (x, y, µ = 0) = A2 x+ C y + f
nl

(x, y, µ = 0)

(47)

Q(x, y, µ = 0) = B y + gnl(x, y, µ = 0)

We first have to calculate the explicit form of the general P and Q, e.g. from
Eq. (22)

d

dt
z = Az + q(z) =:

 f1(z, µ)
f2(z, µ)
f3(z, µ)



giving with z = T̃ x3 and x3 =

(
x
y

)
=

 x1

x2

y

 the expressions for P and Q

d

dt
x3 = T̃−1

 f1(T̃ x3, µ)

f2(T̃ x3, µ)

f3(T̃ x3, µ)

 =

(
P (x, y, µ)
Q(x, y, µ)

)
=

d

dt

(
x
y

)

12
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This gives us the families of center manifolds with parameter µ

y = w(x, µ) (48)

to be determined from

dw(x, µ)

dx
· P (x,w(x, µ), µ)−Q(x,w(x, µ), µ) = 0 (49)

via series expansion

w(x, µ) = w0(x) + µ · w1(x) + µ2 · w2(x) +O(µ3) (50)

Especially we have for the center manifold in zeroth order y = h(x) from the
equation system, Eq. (45),

w(x, µ = 0) = h(x) (51)

see [10].

3.4 Results for the SIRUV model

For the SIRUV model we have explicitly for

d

dt
z = Az + q(z) (52)

= (A0 +Ar)z +

 − β
M z1z3
β
M z1z3

− ϑ
N z3z2


in which the Jacobian matrix A is decomposed into its zeroth order component
A0 and the remaining µ-dependent rest Ar = Ar(µ). Also it should be noted
that the non-linear part q(z) is not dependent on µ. Explicitly, we have for
A = A0 +Ar the result

A =

 0 0 − ν
ϑγ

N
M

0 −γ ν
ϑγ

N
M

0 ϑMN −ν

+

 −
β
M · V

∗ − µ 0 −µ( νϑ + β
β+µ)NM

β
M · V

∗ −µ µ( νϑ + β
β+µ)NM

0 − ϑ
N · V

∗ − ϑ
N I
∗


With the transformation matrix T̃ we then obtain

d

dt

 x1

x2

y

 =
d

dt
x3 = (T̃−1A0T̃ + T̃−1ArT̃ )x3 + T̃−1q(T̃ x3) =

 P1

P2

Q

 (53)

with the zeroth order terms

T̃−1A0T̃ x3 =

 0 ξ ξ
0 0 0
0 0 −(γ + ν)

 · x3 =

 ξ(x2 + y)
0

−(γ + ν)y



13
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and

T̃−1q(T̃ x3) = T̃−1

 − β
M x1
β
M x1

− ϑ
N (ϕx2 + ψy)

 · (x2 + y) =

 f̃1,nl

f̃2,nl

g̃nl

 · (x2 + y)

and the linear term of order µ

T̃−1ArT̃ x3 =


(− β

M · V
∗ − µ)x1 − µ( νϑ + β

β+µ)NM (x2 + y)
1

ϕ−ψ [ βM · V
∗x1 + (−µ+ ψ ϑ

N · V
∗)(ϕx2 + ψy)

+(µ( νϑ + β
β+µ)NM + ψ ϑ

N · I
∗)(x2 + y)]

1
ϕ−ψ [− β

M · V
∗x1 + (µ− ϕ ϑ

N · V
∗)(ϕx2 + ψy)

+(−µ( νϑ + β
β+µ)NM − ϕ

ϑ
N · I

∗)(x2 + y)]


=: µ

 r11 x1 + r12 x2 + r13 y
r21 x1 + r22 x2 + r23 y
r31 x1 + r32 x2 + r33 y

+O(µ2) =: µ Rx3 +O(µ2) (54)

3.4.1 Results for the SIRUV model in lowest order O(µ0)

We have in zeroth order in µ

d

dt

 x1

x2

y

 =

 ξ(x2 + y)
0

−(γ + ν)y

+ T̃−1

 − β
M x1
β
M x1

− ϑ
N (ϕx2 + ψy)

 · (x2 + y) (55)

hence for y = h(x1, x2) we have the equation(
∂h

∂x1
,
∂h

∂x2

)[
ξ

(
1
0

)
+ f̃(x, h)

]
(x2 + h) +

[
(γ + ν)h− g̃(x, h)(x2 + h)

]
= 0

and with the ansatz in the leading quadratic terms

h(x1, x2) = h20x
2
1 + h11x1x2 + h02x

2
2 +O(||x||3) (56)

and after inserting and comparing the terms in x2
1, x1x2 and x2

2 we obtain

h(x1, x2) = h11 · x1x2 + h02 · x2
2 +O(||x||3) (57)

with h20 = 0, h02 = −
(

ν
γ+ν

)2
1
M −

βγν
(γ+ν)3

1
M and h11 = − ϑβ

(γ+ν)2
1
N .

3.4.2 Results for the SIRUV model in next to leading order O(µ)

In higher order in µ we have

d

dt

 x1

x2

y

 =

 ξ(x2 + y)
0

−(γ + ν)y

+ T̃−1

 − β
M x1
β
M x1

− ϑ
N (ϕx2 + ψy)

 · (x2 + y) + µ Rx3 +O(µ2) =

 P1

P2

Q



14
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and hence for the family of center manifolds y = w(x, µ) we have

dw(x, µ)

dx
P −Q = 0 (58)

Further for w we have the ansatz

y = w(x, µ) = w0 + µ w1 +O(µ2) (59)

=
(
h02 x

2
2 + h11 x1x2 +O(||x||3)

)
+ µw1(x) +O(µ2)

with w0(x) = h(x), and h as calculated before in zeroth order.
Now in approximation up to first order in µ with

w(x, µ) = w0 + µ w1 = h(x) + µ w1(x) (60)

P = P 0 + µP 1 (61)

Q = Q0 + µQ1 (62)

we have
d (w0 + µ w1)

dx
(P 0 + µP 1)− (Q0 + µQ1) = 0 (63)

or (
dh

dx
P 0 −Q0

)
︸ ︷︷ ︸

=:D

+µ
dh

dx
P 1 + µ

dw1

dx
P 0 − µQ1 = 0 (64)

where we already know from the zeroth order calculations above that the leading

term is
(
dh
dxP 0(h)−Q0(h)

)
= 0 and that

dh(x)

dx
=

(
∂h

∂x1
,
∂h

∂x2

)
= (h11x2 , 2h02x2 + h11x1) +O(||x||3) (65)

and finally

P 0 =

(
ξ

(
1
0

)
+ f̃(x, h)

)
(x2 + h02x

2
2 + h11x1x2) +O(||x||3) (66)

Further we have with A = A0 +Ar = A0 + µA1 + µ2A2 +O(µ3)

(
P 1

Q1

)
= T̃−1A1T̃ x3 =

 P1,1

P2,1

Q1



= T̃−1


−

ϑ
ν
β

γ 0 −
(
ν
ϑ + 1− γ

ϑ
ν
β

)
M
N

ϑ
ν
β

γ − 1 −1

(
ν
ϑ + 1− γ

ϑ
ν
β

)
M
N

0 −ϑ2

νγ

(
1− γ

ϑ
ν
β

)
M
N −ϑ

γ

(
1− γ

ϑ
ν
β

)

 T̃ x3

=: T̃−1

 −α11 0 −α23

α11 − 1 −1 α23

0 −α32 −α33

 T̃ x3 = Rx3 (67)
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With this we have fully determined the terms in O(µ) in

dh

dx
P 1 +

dw1

dx
P 0 −Q1 +D = 0 (68)

or in full as determining equation for w1(x) from

dh

dx
P 1(x, h(x)+µw1(x))+

dw1

dx
P 0(x, h(x)+µw1(x))−Q1(x, h(x)+µw1(x))+D = 0

(69)
we simply have

dh

dx
P 1(x, h(x)) +

dw1

dx
P 0(x, h(x))−Q1(x, h(x)) +D = 0 (70)

as next to leading order, since from Eq. (64) we see that Eq. (69) is already in
first order in µ.

3.4.3 Backtransformation to original coordinates and parameters in
leading order

We have the center manifold in zeroth order as y = h(x) = h02x
2
2 + h11x1x2.

Closer to the original coordinates z3 = V (t) − V ∗ we have with the transfor-
mation z = T̃ x3 = (x1, φx2 + ψy, x2 + y)tr, hence z3 = x2 + y = x2 + h02x

2
2 +

h11x1x2 = z3(x1, x2), hence z3 = V (t)−V ∗ as a function of x2. And from x3 =
T̃−1z = (z1,

1
ϕ−ψ (z2 − ψz3), 1

ϕ−ψ (−z2 + ϕz3))tr, hence x2 = 1
ϕ−ψ (z2 − ψz3) we

can insert to obtain z3(z2), hence z3 = V (t)−V ∗ as a function of z2 = I(t)−I∗.
Again cutting short, in lowest order we have z3 = x2 = 1

ϕ−ψ (z2 − ψz3) and
hence

z3 =
1

ϕ
z2 =

ϑ

ν

M

N
z2 (71)

which gives

V (t) =
ϑ

ν

M

N
I(t) (72)

as final result. Eq. (72) hence gives in lowest order in µ the result V (I)
proportional to I, which results in effective SIR-type models for the human
infecteds only.

For the SISUV model in contrast, see Appendix B, we obtain with Eq. (147)
in lowest order, now of ε, the Holling type II form for V (I), hence

V (t) =
ϑ
ν I(t)

N + ϑ
ν I(t)

·M (73)

since in the SISUV model I∗ and hence for long times I(t) is of order one and
not of order ε. The simplification

V (t) =
ϑ
ν I(t)

N + ϑ
ν I(t)

·M → ϑ

ν

M

N
I(t) (74)

for biologically small parameter µ→ 0 holds for the SIRUV model, if obtained
by any method (e.g. as quasi-steady state assumption QSSA, see [2]), but not
for the SISUV model. The present center manifold analysis of the SIRUV model
gives in lowest order directly the simple linear relation.
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A Eigenvalues of the Jacobian matrix around the
endemic fixed point via Cardano’s method and
its scaling

A.1 Cardano’s method for finding the zeros of 3rd order poly-
nomials

For any polynomial
0 = x3 + a2x

2 + a1x+ a0 (75)

we can solve the equation by first reducing it via a coordinate transformation

z := x+
1

3
a2 (76)

to the form
0 = z3 + pz + q (77)

with

p = a1 −
1

3
a2

2 (78)

and

q =
2

27
a3

2 −
1

3
a1 a2 + a0 (79)

and further express z as sum of two variables u and v, hence

z =: u+ v (80)

which gives the 3rd order polynomial in the form

0 = (u3 + v3 + q) + (3 u v + p)(u+ v) (81)

From this we get via setting the second bracket expression to zero the variable
v as

v = − p

3u
(82)

and setting th first bracket expression to zero we obtain for the variable u3 a
solvable quadratic equation

0 =
(
u3
)2

+ qu3 −
(p

3

)3
(83)

Hence we have

u3 = −q
2

+

√
1

4
q2 +

1

27
p3 =: k (84)

and s := 1
4q

2 + 1
27p

3.

Then the cubic Eq. (84) has three solutions with a phase factor ψ̃ = ei·
2
3
π,

namely

u1 = k
1
3 , u2 = ψ̃ · u1 , u3 = ψ̃2 · u1 (85)

and their respective solutions vj = −(p/3uj), hence xj = uj + vj − a2/3 for

j = 1, 2, 3. We have as powers of the phase factor ψ̃ = ei·
2
3
π = −1

2 + 1
2

√
3i and

ψ̃2 = ei·
4
3
π = −1

2 −
1
2

√
3i, and of course ψ̃3 = ei·

6
3
π = ei·2π = 1.
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A.2 Application of Cardano’s method to the characteristic poly-
nomial of the SIRUV Jacobian matrix

Implementing Cardano’s method for the parameters given in the SIRUV model
and its Jacobian matrix we find

a2 = 88.7359

a1 = 6.2950

a0 = 87.8320

p = −2618.3905

q = 51658.0299

s = 2263806.0978 > 0
√
s = 1504.5950

k = −24324.419973 hence a real number

u := k1/3 = −28.9744 hence a real number

v := −(p/3u) = −30.1231 hence a real number

x := u+ v − a2/3 = −88.67601 = c hence a real number

xr := −(u/2)− (v/2)− a2/3 = −0.029909 = a

xi :=
√

3(u/2)−
√

3(v/2)− a2/3 = 0.994780 = b

and hence gives the numerical values of the eigenvalues as follows

λ1/2 = a± i · b = xr ± i · xi = −0.029909± i · 0.994780 (86)

and
λ3 = c = x = −88.67601 (87)

in good numerical agreement with [1], where the SRV submodel was used, and
not as here the SIV submodel.

Now that we have the analytic form of the eigenvalues implicitly given via
Cardano’s method, we can investigate the scaling of all relevant quantities with
the small parameter µ. This will be done in the next section.

A.3 Scaling with small parameter µ

First we observe numerically the scaling of all relevant quantities with the pa-
rameter µ by decreasing µ by a factor of 10 and comparing with the previous
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results from the original value of µ, hence

a2 = 88.6522 = O(1)

a1 = 0.6297 = O(µ)

a0 = 8.7840 = O(µ)

p = −2619.1057 = O(1)

q = 51600.2234 = O(1)

s = 226579.5178 = O(µ)
√
s = 476.0037 = O(

√
µ)

k = −25324.1080 = O(1)

u := k1/3 = −29.365995 = O(1)

v := −(p/3u) = −29.729462 = O(1)

x := u+ v − a2/3 = −88.646179 = c = O(1)

xr := −(u/2)− (v/2)− a2/3 = −0.002993 = a = O(µ)

xi :=
√

3(u/2)−
√

3(v/2)− a2/3 = 0.314772 = b = O(
√
µ)

with many parameters of the Cardano method like p, q, u and v of order O(1),
while the results a = −(u/2) − (v/2) − a2/3 = O(µ) and b =

√
3(u/2) −√

3(v/2)− a2/3 = O(
√
µ) are of higher orders in µ.

Hence any scaling analysis has to take at least orders of µ into account,
since order-one parameters in subtractions cancel the lowest order, and leave
higher orders in µ only.

A.4 Analytical results of the scaling analysis with small param-
eter µ

A.4.1 Scaling of endemic stationary state

For the stationary state we have the following scaling up to first order in µ

S∗

N
=
νγ

ϑβ
+
ν + ϑ− ν γβ

ϑβ
µ+O(µ2) = O(1) (88)

and
I∗

N
=
µ

γ

(
1− γ

ϑ
ν β

)
+O(µ2) = O(µ) (89)

and
V ∗

M
=
ϑ

ν

I∗

N
+O(I∗2) = O(µ) (90)
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A.4.2 Scaling of characteristic polynomial coefficients

The coefficients of the characteristic polynomial 0 = λ3 + a2λ
2 + a1λ + a0 are

in scaling up to first order in µ given by

a2 = −(a11 + a22 + a33) (91)

= γ + ν +
ϑ

N
I∗ +

β

M
· V ∗ + 2µ

= (γ + ν) +

(
1 +

ϑβ

νγ
+
ϑ

γ
− ν

β

)
µ+O(µ2)

a1 = a11 a22 + a33 (a11 + a22)− a23 a32 (92)

= (γ + µ)

(
β

M
· V ∗ + µ

)
+

(
ν +

ϑ

N
I∗
)(

γ +
β

M
· V ∗ + 2µ

)
− ϑβS

∗

N

(
1− V ∗

M

)
=

(
(γ + ν) · ϑβ

νγ
+ ϑ− ν γ

β

)
µ+O(µ2)

a0 = −a11 a22 a33 − µa23 a32 (93)

= (γ + µ)

(
ν +

ϑ

N
I∗
)(

β

M
· V ∗ + µ

)
= (ϑβ − νγ)µ+O(µ2)

and are numerically tested.

A.4.3 Scaling of eigenvalues

For the scaling of the eigenvalues we need to take quantities like cµ := a2+c into
account, where a2 = O(1) and c = O(1) but remembering that a2 is positive
and c is negative we obtain cµ = O(µ). And for this we have to determine the
order of λ3 = c from the whole Cardano procedure.

Once c is known, we can perform a polynomial divison of the characteristic
polynomial 0 = λ3 + a2λ

2 + a1λ+ a0 obtaining

0 = (λ− c) · (λ2 + (a2 + c)λ+ c(a2 + c) + a1) (94)

such that we then easily obtain the higher order quantities of the complex
conjugated eigenvalues λ1/2 = a± i · b as

λ1/2 = −1

2
(a2 + c)±

√
1

4
(a2 + c)2 − (c(a2 + c) + a1) = a± i · b (95)

With the numerical values of a2 = 88.735880 and from Cardano’s method
c = x = −88.676061 we obtain numerically cµ = a2 + c = 0.059819, hence we
have via the polynomial division

a = −1

2
cµ = −0.029909 (96)

in complete agreement with the result from Cardano’s method. Further we can
approximate b to order O(µ1/2) as

b =
√
−a2 cµ + a1 +O(µ) = O(µ1/2) = 0.993430 +O(µ) (97)
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also in good agreement with the result from Cardano’s method of b = xi =
0.994780. And scaling can be checked again by decreasing µ by a factor of 100,
hence O(µ1/2) gives a factor of 10, with the result of b = xi = 0.099546 and its
approximation b =

√−a2 cµ + a1 = 0.099544.
The result of the scaling analysis for cµ through out Cardano’s method is

cµ := a2 + c = −a0

a2
2

+
a1

a2
+O(µ3/2) = O(µ1) (98)

or with −a0
a22

+ a1
a2

= (a2 · a1 − a0)/a2
2 we have

cµ =
1

(γ + ν)2

(
(γ + ν) · ã1 − ã0

)
+O(µ3/2) (99)

with a1 = ã1 +O(µ2) and a0 = ã0 +O(µ2), hence

ã1 =

(
(γ + ν) · ϑβ

νγ
+ ϑ− ν γ

β

)
µ (100)

and
ã0 = (ϑβ − νγ)µ . (101)

Or completely in terms of the original model parameters we have the final
result of

cµ =

(
ϑβ

νγ
+
ϑ− ν γβ
γ + ν

− ϑβ − νγ
(γ + ν)2

)
· µ+O(µ3/2) (102)

which gives the result of cµ = 0.05981865 +O(µ3/2) as compared to the exact
result cµ = a2 + c = 0.05986159.

Further we have the original 3rd eigenvalue given as

λ3 = c = −a2+cµ = −(γ+ν)−

(
1 +

ϑ

γ
− ν

β
−
ϑ− ν γβ
γ + ν

+
ϑβ − νγ
(γ + ν)2

)
·µ+O(µ3/2)

(103)
and the other two parameters of the first two eigenvalues λ1/2 = a± ib are

a = −1

2
cµ +O(µ3/2) (104)

trivially and further

b =
√
−a2 · cµ − a1 +O(µ3/2) =

√
ϑβ − νγ
γ + ν

· √µ+O(µ3/2) (105)

and numerically b = 0.995465 +O(µ3/2) as compared to the exact result from
Cardano’s method of b = 0.994780. And as check of the scaling when decreasing
µ again by a factor of 100, we obtain as approximation b = 0.09954648+O(µ3/2)
as compared to the exact b = 0.09954580.
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B Center manifold analysis for the SISUV model
with scaling analysis

The SISUV model is given by

d

dt
S = αI − β

M
SV

d

dt
I =

β

M
SV − αI (106)

d

dt
U = ψ − νU − ϑ

N
UI

d

dt
V =

ϑ

N
UI − νV

with all parameters as also used in the SIRUV model, but α = 1
10 y and β = 2·α,

matching qualitatively the original SIRUV model, just with slow parameters α
and β for the human dynamics. The two dimensional dynamical system then,
by taking the conservations for human population N = S+I and for mosquitoes
M = U + V into account, is given as

d

dt
I =

β

M
(N − I)V − αI (107)

d

dt
V =

ϑ

N
(M − V )I − νV .

The time scale separation is now given by the rescaling of the slow parameters
β = εβ̄ and α = εᾱ. The endemic stationary state is given by

I∗ =
β − α νϑ
β + α

·N (108)

and as before

V ∗ =
ϑ
ν I
∗

N + ϑ
ν I
∗
·M (109)

B.1 Linear part of the center manifold analysis for the SISUV
model

Then the Jacobian matrix around the endemic stationary state is given by

A =

(
∂f(I,V )
∂I

∂f(I,V )
∂V

∂g(I,V )
∂I

∂g(I,V )
∂V

)∣∣∣∣∣
(I∗,V ∗)

(110)

=

(
−ε β̄M · V

∗ − εᾱ ε β̄M · (N − I
∗)

ϑ
N · (M − V

∗) − ϑ
N I
∗ − ν

)
=:

(
a11 a12

a21 a22

)
or in scaling with ε

A =

(
εā11 εā12

a21 a22

)
(111)
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The eigenvalues are given by

λ1/2 =
1

2
(a22 + εā11)±

√
1

4
(a22 + εā11)2 − ε(ā11a22 − ā12a21) (112)

hence in leading order O(ε0) we have

λ1/2 =
1

2
a22 ±

√
1

4
a2

22 =

{
0
a22

(113)

since a22 is negative and hence
√
a2

22 = −a22. This result was used previously
in the center manifold analysis of the SISUV model [1]. Now in next to leading
order we have the following result, by using

f(ε) := (a+ ε · b)
1
2 = f(0) +

df

dε

∣∣∣∣
ε=0

· ε+O(ε2) =
√
a+

1

2

b√
a
· ε+O(ε2) (114)

giving

λ1 = ε

(
ā11 −

ā12 a21

a22

)
+O(ε2) (115)

λ2 = a22 + ε
ā12 a21

a22
+O(ε2)

hence

λ1 = ελ̄1 (116)

λ2 = a22 + ελ̄2

with λ̄1 := ā11 − ā12 a21
a22

and λ̄2 := ā12 a21
a22

.
Then the eigenvectors can be given as

u1 =
1

k1

(
λ1 − a22

a21

)
=

1

k1

(
−a22 + ελ̄1

a21

)
(117)

with eventually normalization constant k1 =
√
a2

21 + (−a22 + ελ̄1)2 and

u2 =
1

k2

( λ2−a22
a21
1

)
=

1

k2

(
ε λ̄2a21

1

)
(118)

with eventually normalization constant k2 =
√

1 + ε2(λ̄2/a21)2 = 1 + O(ε2),
see footnote1. And with this we obtain the transformation matrix T and its
inverse T−1 via AT = TΛ with A the Jacobian matrix as given above, and the
matrix Λ the diagonal matrix of eigenvalues, with

T = (u1, u2) =

(
u11 u12

u21 u22

)
=

(
1
k1

(λ1 − a22) 1
k2
λ2−a22
a21

1
k1
a21

1
k2

)
(119)

1As an example of such calculations, here f(ε) :=
√
1 + ε2c which gives in Taylor’s expan-

sion f(ε) = f(0) + 1
2
(1 + ε2c)−1/2 · 2εc|ε=0 · ε+O(µ2), and hence f(ε) = 1 + 0 · ε+O(µ2) =

1 +O(µ2).

25

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted April 9, 2021. ; https://doi.org/10.1101/2021.04.06.21254992doi: medRxiv preprint 

https://doi.org/10.1101/2021.04.06.21254992
http://creativecommons.org/licenses/by-nc-nd/4.0/


or in scaling with ε

T =

(
1
k1

(−a22 + ελ̄1) ε λ̄2a21
1
k1
a21 1

)
+O(ε2) (120)

(where the terms proportional to 1/k1 could be analyzed further in scaling, but
eventually disturbing the normalization and the geometric interpretation, this
could be checked later in the calculations). The inverse T−1 is given by

T−1 =
1

u11 u22 − u12 u21

(
u22 −u12

−u21 u11

)
=

k1 k2

λ1 − λ2

(
1
k2

− 1
k2
λ2−a22
a21

− 1
k1
a21

1
k1(λ1−a22)

)
(121)

and in scaling

T−1 =
1

−a22 + ε(λ̄1 − λ̄2)

 k1 −εk1
λ̄2
a21

−a21 −a22 + ελ̄1

+O(ε2) (122)

B.2 Nonlinear part of the center manifold analysis for the SISUV
model

With the distance of the dynamical system from the endemic fixed point (I∗, V ∗)
given by

z =

(
z
w

)
:=

(
I(t)− I∗
V (t)− V ∗

)
(123)

we have the linearized dynamics via the Jacobian matrix A given as

d

dt
z = Az +O(||z||2) (124)

and with the eigenvalue/eigenvector analysis AT = TΛ the diagonalization of
the dynamics

d

dt
x = Λx+O(||x||2) (125)

with the transformation
z = Tx . (126)

Now we take the nonlinear part of the dynamics q explicitly into account via

d

dt
z = Az + q(z) (127)

with

q(z) =

(
− β
M

− ϑ
N

)
· (z · w) (128)

and with the transformation z = Tx for x =: (x, y)tr we obtain

q(z) =

(
− β
M

− ϑ
N

)
·(z(x, y)·w(x, y)) =

(
q1

q2

)
·(u11 x+u12 y)·(u21 x+u22 y) = q(Tx)

(129)
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hence

q(Tx) =

(
q1

q2

)
·(u11 u21 x

2+(u11 u22+u12 u21)xy+u12 u22 y
2) =

(
q1

q2

)
·(q3 x

2+q4 xy+q5 y
2)

(130)
with constants q1 := −ε(β̄/M), q2 := −(ϑ/N) and q3, q4 and q5 given via

z(x, y) = −a22

k1
x+ ε

(
λ̄1

k1
x+

λ̄2

a21
y

)
(131)

w(x, y) =
a21

k1
x+ y

such that we have now the complete nonlinear dynamical system in transformed
variables for the diagonalized linear part as

d

dt
x = Λx+ T−1q(Tx) (132)

with the nonlinear part given by

T−1q(Tx) =
1

u11 u22 − u12 u21

(
u22 −u12

−u21 u11

)
·
(
q1

q2

)
z(x, y)·w(x, y) (133)

and abbreviating

T−1q(Tx) =:

(
fc
gc

)
z(x, y) · w(x, y) =:

(
fnl(x, y)
gnl(x, y)

)
(134)

with constants

fc :=
q1 u22 − q2 u12

u11 u22 − u12 u21
(135)

and

gc :=
−q1 u21 + q2 u11

u11 u22 − u12 u21
(136)

giving explicitly and in scaling

fc =
− β
M

1
k2

ϑ
N

(
− 1
k2
λ2−a22
a21

)
λ1 − λ2

= εk1

− β̄
M + ϑ

N
λ̄2
a21

−a22 + ε(λ̄1 − λ̄2)
+O(ε2) (137)

and

gc =
− β
M

a21
k1

ϑ
N

1
k1

(λ2 − a22)

λ1 − λ2
=

ϑ
N (a22 − ελ̄1)− ε β̄M a21

−a22 + ε(λ̄1 − λ̄2)
+O(ε2) (138)

Hence we have the dynamical system now as

d

dt
x = λ1x+ fnl(x, y)

(139)

d

dt
y = λ2y + gnl(x, y)
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and assuming the fast variable y as a function of the slow variable x, hence
y = h(x), we have by using the chain rule of differentiation

d

dt
y = λ2h(x) + gnl(x, h(x))

=
dh(x)

dx
· dx
dt

(140)

=
dh(x)

dx
· (λ1x+ fnl(x, h(x)))

This gives the functional N (h(x)) of the unknown function h(x) as a functional
equation N (h(x)) = 0 to be solved with

0 = N (h(x)) =
dh(x)

dx
· (λ1x+ fnl(x, h(x)))− (λ2h(x) + gnl(x, h(x))) (141)

This could be done with a polynomial ansatz for h(x) := h2x
2 + h3x

3 + h4x
4 +

O(x5) around the center, hence small x [1], giving recursions for higher orders
of hν as functions of lower, similar to what is reported in [8].

But given the analysis of all terms in scaling with the small parameter ε,
we find that as well λ1 = O(ε) as fnl(x, h(x)) = O(ε) due to fc = O(ε). Hence
in leading order O(1) we have from Eq. (141) only an algebraic equation left

0 = λ2h(x) + gnl(x, h(x)) (142)

So we can in this case use the same technique as in singular perturbation,
namely we expand h in powers of the small scaling parameter ε with

h(x, ε) = h0(x) + h1(x) · ε+O(ε2) (143)

such that Eq. (141) can be solved successively in increasing orders of ε, starting
with lowest order

0 = λ2h0(x) + gnl(x, h0(x)) (144)

which can be solved directly giving

λ2 · y(w, z)− ϑ

N
zw = 0 (145)

or

w =
−a21z

a22 − ϑ
N z

(146)

and with z = V (t)− V ∗ and w = I(t)− I∗ we obtain

V0(I) =
ϑ
ν I(t)

N + ϑ
ν I(t)

·M (147)

analogously to the result from singular perturbation via the ansatz V (I, ε) =
V0(I) + V1(I) · ε + O(ε2) directly applied to Eq. (107) and with the scaling
β = εβ̄ and α = εᾱ.

And then as in singular perturbation the next order terms can be calculated
using the lowest order result to calculate the next order via Eq. (141). In this
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respect center manifold analysis gives the same result to all orders as singular
perturbation in the cases where dh(x)

dx ·(λ1x+fnl(x, h(x))) is of higher order than
λ2h(x) + gnl(x, h(x)), i.e. the standard time scale separation form dx/dt = εf
and dy/dt = g.

Just in cases not in standard time scale separation form, the Eq. (141)
can be solved via h expanding in small scaling parameter ε and in slow state
variable x, and then goes beyond singular perturbation (as we see in the SIRUV
system in the main text). Else, singular perturbation gives already the answer
of the slow mainfold y = h(x, ε), and center manifold analysis only adds the
linear algebra part of eigenvalues and eigendirections.
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C Transition from slow-fast time scale separation to
final spiraling on center manifold

From the scaling of the state variables at the endemic fixed point, Eqs. (88), (89)
and (90), we have I∗ = O(µ) and with it also V ∗ = O(µ), whereas S∗ = O(1).
We can apply this as scaling transformations for the state variables outside the
endemic equilibrium, hence

I(t) =: µ · Ī(t)

V (t) =: µ · V̄ (t) (148)

with Ī(t) and V̄ (t) in roughly the magnitude of S∗. By inserting this transfor-
mation into the dynamic equations, Eq. (2), we obtain for the variables S(t),
Ī(t) and V̄ (t) the dynamical system

d

dt
S = µ

(
(N − S)− β

M
SV̄

)
d

dt
Ī =

β

M
SV̄ − (γ + µ)Ī (149)

d

dt
V̄ =

ϑ

N
(M − µ · V̄ )Ī − νV̄

which has now in the small parameter µ one slow variable, namely S, and two
fast variables, V̄ and Ī.

In this form with variables S, V̄ and Ī we have exactly the standard singular
perturbation form given by

d

dt
S = µ · f(S, Ī, V̄ , µ)

(150)

d

dt

(
Ī
V̄

)
= g(S, Ī, V̄ , µ)

with one slow and two fast variable. This, of course, cannot be the dynamic
regime close to the endemic fixed point, since there we have two slow variables
S and I and one fast variable V , but rather describes a time scale separable
regime in the transient phase, where we observe from a state of low numbers of
susceptibles a slow building-up phase of susceptibles S with very low numbers of
infected humans I and infected mosquitoes V , hence I∗ = O(µ) and V ∗ = O(µ),
and then in a state with many susceptibles a fast burst of infecteds, infected
humans I and infected mosquitoes V , until they burn out more susceptibles
than would be needed to keep a high infection level. This fast bursting phase
is then followed again by a slow rebuilding of susceptibles and again in low
numbers of infected, I and V .

The slow-fast build-up and burst dynamics can be observed in the SIRUV
model, as it can be in other SIR-type models (see [12] for such slow-fast dynam-
ics in some SIR-type models), when starting the dynamics with initial condi-
tions far away from the endemic fixed point, see Fig. 3. In a) we observe from
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Figure 3: Time series of infected and state space plot of infected versus sus-
ceptibles in the SIRUV model. Initial conditions far away from the endemic
fixed point, S0 = 0.17 · N , I0 = 0.0001 · N , and small number or no infected
mosquitoes. After long times with low infection rate and slow build up of suscep-
tibles we observe fast large outbreaks of infected, burning out large proportions
of susceptibles (slow-fast regime). Then we observe a gradual transition to os-
cillations into the endemic fixed point with the known dynamics in the vicinity
of the fixed point described (center manifold regime).

initially very low numbers of infected a sudden spike of number of infected (just
before t = 20), followed by another phase of very low numbers of infected, in
which the susceptibles are built up again, followed by another spiking. This is
the slow-fast dynamics phase. However, gradually the spikes decrease and the
troughs in the low infection phases increase, until the dynamics finally enters
into the oscillatory phase around the endemic fixed point, the regime which is
described by the time scale separation towards the center manifold. The relation
between bursting infected and susceptibles re-building becomes more obvious
in the state space plot in Fig. 3 b), where from about 160 000 susceptibles and
very low numbers of infected the susceptibles reach a level of about 340 000,
from which on the number of infected rapidly increases, before crashing again
at numbers of susceptibles around 180 000 etc. Finally, we can also observe the
spiraling into the endemic fixed point at around 250 000 susceptibles, similar to
what was observe in Fig. 1 b), there with initial conditions close to the endemic
fixed point.
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D Quadratic approximation of center manifold

From
z3 = z3(z2, z1) = x2 + y (151)

and
y = h(z2, z1) = h02 · x2

2 + h11 · x1x2 +O(||x||3) (152)

we obtain with the transformations from the center manifold coordinates x to
the original coordinates z, remembering that z1 := S(t) − S∗, z2 := I(t) − I∗
and z3 := V (t)− V ∗, with

x1 = z1 , x2 =
1

ϕ− ψ
(z2 − ψz3) (153)

the expression

z3 = h02 · x2
2 + (1 + h11 · x1) · x2 (154)

= h02

(
1

ϕ− ψ

)2

(z2 − ψz3)2 + (1 + h11 · z1) · 1

ϕ− ψ
(z2 − ψz3)

which has to be solved for z3 = z3(z2, z1).

 0

 2000

 4000

 6000

 8000

 10000

 12000

 14000

 50  100  150  200  250  300  350  400  450  500

V
(t

)

I(t)

Figure 4: Quadratic approximation of z3 = z3(z2, z1) for continuously varying
z2 and z1 = 0 in comparison with the trajectory spiralling into the fixed point.
The quadratic expression gives essentially the linear relation between V and I
again, namely V (I) = ϑ

ν
M
N I(t).

The quadratic equation for z3 is given by

z2
3 −

(
2

ψ
z2 +

(
ϕ− ψ
ψ

)2

· 1

h02

(
1 +

ψ

ϕ− ψ
(1 + h11 · z1)

))
· z3

+
1

ψ2
z2

2 +
ϕ− ψ
ψ2

· 1

h02
(1 + h11 · z1) · z2 (155)

= 0

hence with
z2

3 + p(z2, z1) · z3 + q(z2, z1) = 0 (156)
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the solution z3(z2, z1) is given by

z3 = −p
2

+

√(p
2

)2
− q ≈ 1

ϕ
· z2 =

ϑ

ν

M

N
· z2 (157)

and plotted graphically for z1 = 0 in Fig. 4. The coefficients for the quadratic
approximation of the center manifold z = h(x1, x2) are h11 = − 1

γ+ν ·
1

ϕ−ψ
β
M ,

giving in original model parameters h11 = − ϑβ
(γ+ν)2

· 1
N , and furthermore the

second coefficient h02 = − 1
γ+ν

(
h11ξ + ϕ2

ϕ−ψ
ϑ
N

)
, which is in original model pa-

rameters h02 = −
(

ν
γ+ν

)2 (
1 + γ

ν ·
β
γ+ν

)
· 1
M .
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Figure 5: Quadratic approximation of z3 = z3(z2, z1) for continuously varying
z2 and different values of z1, a) z1 = 242000 − S∗ and b) z1 = 258000 − S∗,
values in the range of the oscillations of S(t) into the fixed point.

In Fig. 5 we explore the z1 dependence of z3 = z3(z2, z1) further by com-
paring the graphs for z1 = 242000−S∗, the smallest value of S when spiralling
into the fixed point and z1 = 258000−S∗, the largest value of S when spiralling
into the fixed point. The slight variations of the lines for the varying z1 values
around the value z1 = 0, the mid point, see. Fig. 4, are in the range of the
variations of the oscillating trajectory.
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E Quadratic approximation of center manifold in next
to leading order in µ

E.1 Analysis of determining equation of w1

For the family of center manifolds

d

dt
x = P (x, y, µ)

(158)

d

dt
y = Q(x, y, µ)

we have for y = w(x, µ) the detrmining equation for w(x, µ) given as

dw

dx
P −Q = 0 (159)

and expand in orders of µ in the following way

y = w(x, µ) = w0(x) + µ w1(x) +O(µ2) (160)

P (x, y, µ) = P 0(x, y) + µP 1(x, y) +O(µ2) (161)

Q(x, y, µ) = Q0(x, y) + µQ1(x, y) +O(µ2) (162)

taking care of all variable-dependences, and remembering from zeroth order in
µ that w0(x) = h(x). Hence in next to leading order in µ we have

d (w0 + µ w1)

dx
(P 0 + µP 1)− (Q0 + µQ1) = 0 (163)

or (
dh

dx
P 0 −Q0

)
︸ ︷︷ ︸

=:D

+µ ·
(
dh

dx
P 1 +

dw1

dx
P 0 −Q1

)
= 0 (164)

where we still have to evaluate P i(x, y) and Qi(x, y) with y = h(x) + µ w1(x).
It is explicitly

Qi(x, y) = Qi(x, h(x) + µ w1(x)) (165)

= Qi(x, h(x)) +
∂

∂y
Qi(x, y)

∣∣∣∣
y=h(x)

· µ w1(x) +O(µ2)

and respectively for P i(x, y). This gives for D := dh
dxP 0 −Q0 the result to first

order in µ as

D =

(
dh

dx
· P 0(x, h(x))−Q0(x, h(x))

)
︸ ︷︷ ︸

=0

(166)

+
dh

dx
· ∂
∂y
P 0(x, y)

∣∣∣∣
y=h(x)

· µ w1(x) +
∂

∂y
Q0(x, y)

∣∣∣∣
y=h(x)

· µ w1(x) +O(µ2)

= D0 + µ D1 +O(µ2)
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withD0 = 0 from the zeroth order calculation in µ by determining h(x). Further
considering terms like

µQ1(x, y) = µQ1(x, h) + µ2 · ∂
∂y
Q0(x, y)

∣∣∣∣
y=h(x)

· w1(x) +O(µ2) (167)

we obtain in O(µ) the determining equation for w1(x) as

dh

dx
P 1(x, h(x)) +

dw1

dx
P 0(x, h(x))−Q1(x, h(x)) +D1 = 0 (168)

with

D1 =
dh

dx
· ∂
∂y
P 0(x, y)

∣∣∣∣
y=h(x)

· w1(x) +
∂

∂y
Q0(x, y)

∣∣∣∣
y=h(x)

· w1(x) (169)

and hence finally

dh

dx

(
P 1(x, h(x)) +

∂

∂y
P 0(x, y)

∣∣∣∣
y=h(x)

· w1(x)

)
+
dw1

dx
P 0(x, h(x))−

(
Q1(x, h(x)) +

∂

∂y
Q0(x, y)

∣∣∣∣
y=h(x)

· w1(x)

)
= 0

taking care of all variable dependences, or in short hand notation

dh

dx

(
P 1 +

∂

∂y
P 0

∣∣∣∣
y=h

· w1

)
+
dw1

dx
P 0 −

(
Q1 +

∂

∂y
Q0

∣∣∣∣
y=h

· w1

)
= 0 (170)

From this equation we now can calculate w1(x) in quadratic order, since we
already have h(x) = w0(x) in this quadratic order, with the ansatz for w1(x) in
the form

w1(x) = w1,1 x1 + w2,1 x2 + w20,1 x
2
1 + w11,1 x1x2 + w02,1 x

2
2 +O(||x||3) (171)

E.2 Calculation of functions P 0, Q0, P 1, etc.

We now calculate the functions P 0(x, y), Q0(x, y), P 1(x, y), Q1(x, y) and the
derivatives ∂

∂yP 0(x, y) and ∂
∂yQ0(x, y) to order O(||x||2), remembering that y =

h(x) to be inserted is of quadratic order, in a form that we can then easily
access zeroth order, linear and quadratic terms in x.

First we calculate P 0 and Q0 such that we then can easily take the deriva-
tives in respect to y. We have from

d

dt
z = Az + q(z) = A0z + q(z) +O(µ2) (172)

= A0z +

 − β
M z1
β
M z1
ϑ
M z2

 · z3 +O(µ2)

= A0z +

 − β
M 0 0
β
M 0 0

0 ϑ
M 0

  z1

z2

z3

 · z3 +O(µ2)
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with the matrix

N :=

 − β
M 0 0
β
M 0 0

0 ϑ
M 0

 (173)

in coordinates x3 = T̃−1z = (x1, x2, y)tr

d

dt
x3 = T̃−1A0T̃ x3 + T̃−1q(T̃ x3) +O(µ) (174)

=

(
P 0(x, y)
Q0(x, y)

)
+O(µ)

with x = (x1, x2)tr.
Hence with the explicit transformation z3 = x2 + y we obtain the functions

P 0(x, y) and Q0(x, y) via(
P 0(x, y)
Q0(x, y)

)
= T̃−1A0T̃ x3 + T̃−1q(T̃ x3) (175)

= T̃−1A0T̃ x3 + T̃−1N T̃ x3 · (x2 + y)

= T̃−1A0T̃

 x1

x2

y

+ T̃−1N T̃

 x1

x2

y

 · (x2 + y)

with the matrices

T̃−1A0T̃ =

 0 ξ ξ
0 0 0
0 0 −(γ + ν)

 (176)

and

M := T̃−1N T̃ (177)

=
1

γ + ν
· 1

M

 −β(γ − ν) 0 0

−ϑβMN νγ −γ2

ϑβMN ν2 −νγ

 =:

 m11 0 0
−m31 m22 m23

m31 m32 m33


Hence we obtain for P 0(x, y) explicitly

P 0(x, y) =

(
ξ
0

)
(x2 + y) +

(
m11 0 0
−m31 m22 m23

) x1

x2

y

 · (x2 + y)

(178)

=

[(
ξ
0

)
+

(
m11 0
−m31 m22

)
·
(
x1

x2

)
+

(
0
m23

)
· y
]
· (x2 + y)

and for Q0(x, y) explicitly

Q0(x, y) = −(γ + ν)y + (m31,m32,m33)

 x1

x2

y

 · (x2 + y)

(179)

= −(γ + ν)y +

[
(m31,m32)

(
x1

x2

)
+m33 · y

]
· (x2 + y)
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and from these also the derivatives

∂

∂y
P 0(x, y) =

(
ξ
0

)
+

(
m11 0
−m31 m22 +m23

)
·
(
x1

x2

)
+

(
0

2m23

)
·y (180)

and

∂

∂y
Q0(x, y) = −(γ + ν) + (m31,m32 +m33)

(
x1

x2

)
+ 2m33 · y (181)

To determin P 1 and Q1 we have to take the expansion of A = A0 +µA1 +O(µ2)
into account, since the nonlinear part q(z) is µ-independent in

d

dt
x3 =

(
P 0(x, y)
Q0(x, y)

)
+ µ

(
P 1(x, y)
Q1(x, y)

)
+O(µ2) (182)

=

(
P 0(x, y)
Q0(x, y)

)
+ µ T̃−1A1T̃ x3 +O(µ2)

and hence(
P 1(x, y)
Q1(x, y)

)
= T̃−1A1T̃ x3 (183)

= T̃−1


−

ϑ
ν
β

γ 0 −
(
ν
ϑ + 1− γ

ϑ
ν
β

)
M
N

ϑ
ν
β

γ − 1 −1

(
ν
ϑ + 1− γ

ϑ
ν
β

)
M
N

0 −ϑ2

νγ

(
1− γ

ϑ
ν
β

)
M
N −ϑ

γ

(
1− γ

ϑ
ν
β

)

 T̃ x3

= T̃−1

 −α11 0 −α23

α11 − 1 −1 α23

0 −α32 −α33

 T̃ x3

=

 −α11 α23 −α23
α11−1
ϕ−ψ

ϕ(ψα32−1)+α23+ψα33

ϕ−ψ
ψ(ψα32−1)+α23+ψα33

ϕ−ψ
−(α11−1)
ϕ−ψ

−(ϕ(ϕα32−1)+α23+ϕα33)
ϕ−ψ)

−(ψ(ϕα32−1)+α23+ϕα33)
ϕ−ψ)

 · x3

=

 r11 r12 r13 y
r21 r22 r23 y
r31 r32 r33 y

 ·
 x1

x2

y


= Rx3

such that we obtain P 1 and Q1 as

P 1(x, y) =

(
r11 r12

r21 r22

)(
x1

x2

)
+

(
r13

r23

)
y (184)

and

Q1(x, y) = (r31, r32)

(
x1

x2

)
+ r33 · y (185)

with rij the matrix entries of R.
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E.3 Calculation of coefficients of w1 to second order in x

With the functions P 0, Q0, P 1, Q1 and ∂
∂yP 0(x, y), ∂

∂yQ0(x, y) calculated as

P 0(x, y) =

[(
ξ
0

)
+

(
m11 0
−m31 m22

)
·
(
x1

x2

)
+

(
0
m23

)
· y
]
· (x2 + y)

Q0(x, y) = −(γ + ν)y +

[
(m31,m32)

(
x1

x2

)
+m33 · y

]
· (x2 + y)

and from order O(µ)

P 1(x, y) =

(
r11 r12

r21 r22

)(
x1

x2

)
+

(
r13

r23

)
y

Q1(x, y) = (r31, r32)

(
x1

x2

)
+ r33 · y

and the derivatives

∂

∂y
P 0(x, y) =

(
ξ
0

)
+

(
m11 0
−m31 m22 +m23

)
·
(
x1

x2

)
+

(
0

2m23

)
· y

∂

∂y
Q0(x, y) = −(γ + ν) + (m31,m32 +m33)

(
x1

x2

)
+ 2m33 · y

we can now evaluate the w1(x)-determining equation, Eq. (170), by inserting
y = h(x) = O(||x||2), with

h(x) = (x1, x2)

(
0 1

2h11
1
2h11 h02

)(
x1

x2

)
︸ ︷︷ ︸

=O(||x||2)

+O(||x||3) (186)

and its derivative

dh

dx
= (x1, x2)

(
0 h11

h11 2h02

)
︸ ︷︷ ︸

=O(||x||)

+O(||x||2) , (187)

into all functions P 0, Q0, P 1, Q1 and ∂
∂yP 0(x, y), ∂

∂yQ0(x, y) and determin the
orders in x of the terms like

dh

dx
· P 1 = (x1, x2)

(
0 h11

h11 2h02

)
·
(
r11 r12

r21 r22

)(
x1

x2

)
︸ ︷︷ ︸

=O(||x||2)

+O(||x||3) (188)

with the following results for the five terms involved in Eq. (170):

E.3.1 Term dh
dx
· P 1

From Eq. (188) we obtain the term dh
dx · P 1

dh

dx
·P 1 = (x1, x2)

(
h11 r21 h11 r22

h11 r11 + 2h02 r21 h11 r12 + 2h02 r22

)(
x1

x2

)
︸ ︷︷ ︸

=O(||x||2)

+O(||x||3)

(189)
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as one quadratic form plus higher order terms in x. In this term no linear part
is appearing.

E.3.2 Term dh
dx
· ∂

∂y
P 0

∣∣∣
y=h
· w1

For the second term in Eq. (170) we have

dh

dx
· ∂
∂y
P 0

∣∣∣∣
y=h

· w1 = (x1, x2)

(
0 h11

h11 2h02

)
·
[(

ξ
0

)
+O(||x||)

]
· (w1,1, w2,1)

(
x1

x2

)
+O(||x||)

= (x1, x2)

(
0

ξ h11

)
· (w1,1, w2,1)

(
x1

x2

)
︸ ︷︷ ︸

=O(||x||2)

+O(||x||3)

with the quadratic matrix(
0

ξ h11

)
· (w1,1, w2,1) =

(
0 0

ξ h11 w1,1 ξ h11 w2,1

)
(190)

for the quadratic form of the term dh
dx ·

∂
∂yP 0

∣∣∣
y=h
· w1.

E.3.3 Term dw1

dx
P 0

For the third term we have

dw1

dx
P 0 =

[
(w1,1, w2,1) + (x1, x2)

(
2w20,1 w11,1

w11,1 2w02,1

)
+O(||x||2)

]
(191)

·
[(

ξ
0

)
(x2 + h(x)) +

(
m11 0
−m31 m22

)(
x1

x2

)
· x2 +O(||x||)

]
and after some calculation, and baring in mind that only

(w1,1, w2,1)·
(

m11 0
−m31 m22

)(
x1

x2

)
·x2 = (x1, x2)

(
0 1

2(w1,1 m11 − w2,1 m31)
1
2(w1,1 m11 − w2,1 m31) w2,1

)(
x1

x2

)
gives a standart quadratic form again, giving finally

dw1

dx
P 0 = ξw1,1 x2︸ ︷︷ ︸

=O(||x||)

+ (x1, x2)

[(
0 ξw1,1 · 1

2h11

ξw1,1 · 1
2h11 ξw1,1 · h02

)
︸ ︷︷ ︸

=O(||x||2)

(192)

+

(
0 1

2(w1,1 m11 − w2,1 m31)
1
2(w1,1 m11 − w2,1 m31) w2,1

)
+

(
0 ξw20,1

ξw20,1 ξw11,1

)](
x1

x2

)
︸ ︷︷ ︸

=O(||x||2)

+O(||x||3)

with two more terms of Eq. (170) to be evaluated.
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E.3.4 Term Q1

The term

Q1(x, y) = (r31, r32)

(
x1

x2

)
+ r33 · h(x) +O(||x||3) (193)

giving

Q1(x, y) = (r31, r32)

(
x1

x2

)
︸ ︷︷ ︸

=O(||x||)

+ (x1, x2)

(
0 1

2h11 r33
1
2h11 r33 h02 r33

)(
x1

x2

)
︸ ︷︷ ︸

=O(||x||2)

(194)

+O(||x||3)

has a linear part, not involving the coefficients w1,1 and w2,1, hence will finally
give rise to non-vanishing linear coefficients in w1(x).

E.3.5 Term ∂
∂y
Q0

∣∣∣
y=h
· w1

Finally, we evaluate the term

∂

∂y
Q0

∣∣∣∣
y=h

· w1 =

[
−(γ + ν) + (x1, x2)

(
m31

m32 +m33

)
+ 2m33 · h(x)

]
·
[
(w1,1, w2,1)

(
x1

x2

)
+ (x1, x2)

(
w20,1

1
2w11,1

1
2w11,1 w02,1

)(
x1

x2

)]
+O(||x||3)

giving

∂

∂y
Q0

∣∣∣∣
y=h

· w1 = −(γ + ν) · (w1,1, w2,1)

(
x1

x2

)
︸ ︷︷ ︸

=O(||x||)

(195)

(x1, x2)

[
−(γ + ν) ·

(
w20,1

1
2w11,1

1
2w11,1 w02,1

)
+

(
m31

m32 +m33

)
(w1,1, w2,1)

](
x1

x2

)
︸ ︷︷ ︸

=O(||x||2)

+O(||x||3)

so that now we have all terms of Eq. (170) and can hence calculate the coeffi-
cients of w(x).

E.3.6 Calculaton of the linear coefficients of w1

We now collect all linear terms in x in Eq. (170) to determin the linear coeffi-
cients of w1(x) as w1,1 and w2,1. We have only linear terms contributing from

the terms dw1
dx P 0, Q0 and ∂

∂yQ0

∣∣∣
y=h
· w1, hence

0 = (0, ξw11)

(
x1

x2

)
− (r31, r32)

(
x1

x2

)
−
(
−(γ + ν)(w1,1, w2,1)

(
x1

x2

))
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hence for the coefficients of x1

0− r31 + (γ + ν) w1,1 = 0 (196)

giving

w1,1 =
r31

γ + ν
(197)

and for the coefficients of x2

ξw11 − r32 + (γ + ν) w2,1 = 0 (198)

giving

w2,1 =
r32 − ξw11

γ + ν
(199)

E.3.7 Calculaton of the quadratic coefficients of w1

Finally, we collect all quadratic terms in x in Eq. (170) to determin the
quadratic coefficients of w1(x) as w20,1,w11,1 and w02,1.

First we collect the quadratic terms depending on the quadratic coefficients
wij,1 and keep all other terms independent on wij,1 in a matrix with elements
kij and obtain

(x1, x2)

[
ξ

(
0 w20,1

w20,1 w11,1

)
+ (γ + ν)

(
w20,1

1
2w11,1

1
2w11,1 w02,1

)](
x1

x2

)
= (x1, x2)

(
k11 k12

k21 k22

)(
x1

x2

)
(200)

and labelling(
c11({wij,1}) c12({wij,1})
c21({wij,1}) c22({wij,1})

)
:=

[
ξ

(
0 w20,1

w20,1 w11,1

)
+ (γ + ν)

(
w20,1

1
2w11,1

1
2w11,1 w02,1

)]
(201)

which gives the equation system for the coefficients wij,1

(x1, x2)

(
c11({wij,1}) c12({wij,1})
c21({wij,1}) c22({wij,1})

)(
x1

x2

)
= (x1, x2)

(
k11 k12

k21 k22

)(
x1

x2

)
(202)

and from which we obtain the coefficients of x2
1, x1x2 and x2

2 as three equations
to determin w20,1,w11,1 and w02,1 as follows. For the terms with powers x2

1 we
have the coefficients’ equation given by

c11(w20,1) := (γ + ν) w20,1 = k11 (203)

hence the first coefficient is determined by

w20,1 =
k11

γ + ν
(204)

ad further for x1x2 we have the coefficients’ equation

c12(w11,1, w20,1) + c21(w11,1, w20,1) := 2ξw20,1 + (γ+ ν) w11,1 = k12 + k21 (205)
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giving the second coefficient w11,1 as function of the already known w20,1 as

w11,1 =
1

γ + ν
·
(

(k12 + k21)− 2ξw20,1

)
(206)

And finally for x2
2 we have the coefficients’ equation

c22(w02,1, w11,1) := ξw11,1 + (γ + ν) w02,1 = k22 (207)

giving the final coefficient w02,1 as function of the already known w11,1 as

w02,1 =
1

γ + ν
·
(
k22 − ξw11,1

)
(208)

with the kij determined from Eq. (170) as(
k11 k12

k21 k22

)
=

(
0 1

2h11
1
2h11 h02

)
(209)

+

(
m31 w1,1 m31 w2,1

(m32 +m33)w1,1 (m32 +m33)w2,1

)
−
(

h11 r21 h11 r22

h11 r11 + 2h02 r21 h11 r12 + 2h02 r22

)
−
(

0 0
ξ h11 w1,1 ξ h11 w2,1

)
−ξ w1,1 r33

(
0 1

2h11
1
2h11 h02

)
−
(

0 1
2(w1,1 m11 − w2,1 m31)

1
2(w1,1 m11 − w2,1 m31) w2,1 m22

)
with the results for kij

k11 = m31 w1,1 − h11 r21 (210)

k12 + k21 = (1− ξ w1,1(1 + r33)− (r11 + r22))h11 (211)

−2h02r21 + w1,1(m32 +m33 −m11) + 2w2,1 m31

k22 = (1− ξ w1,1 r33 − 2h02 r22)h02 − h11 r12 (212)

+ (m32 +m33 −m11 − ξ h11)w2,1

so that we have completely determined the coefficients w20,1,w11,1 and w02,1.

E.4 Results for the coefficients of w1

We obtain for the linear part of w1(x)

w1,1 =
r31

γ + ν
(213)

w2,1 =
r32 − ξ w1,1

γ + ν
=

r32

γ + ν
− ξ r31

(γ + ν)2
(214)
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and for the quadratic part

w20,1 =
k11

γ + ν
(215)

w11,1 =
1

γ + ν

(
(k12 + k21)− 2ξw20,1

)
(216)

w02,1 =
1

γ + ν

(
k22 − ξw11,1

)
(217)

with the functions kij , which depend only on model parameter and the already
known coefficients of w(x) in linear order in x, given as

k11 = m31 w1,1 − h11 r21 (218)

k12 + k21 = (1− ξ w1,1(1 + r33)− (r11 + r22))h11 (219)

−2h02r21 + w1,1(m32 +m33 −m11) + 2w2,1 m31

k22 = (1− ξ w1,1 r33 − 2h02 r22)h02 − h11 r12 (220)

+ (m32 +m33 −m11 − ξ h11)w2,1

E.5 Results for the quadratic approximation of the center man-
ifold z3 = z3(z2, z1) in next to leading order in µ

In original coordinates z3 = z3(z2, z1) we now have in O(µ) to determin

z3 = x2 + y (221)

with y = w(x, µ) = h(x) + µ w(x) +O(µ2). Hence in quadratic order we have

y = h02 x
2
2 + h11 x1x2 +O(||x||3) (222)

+µ
(
w1,1 x1 + w2,1 x2 + w20,1 x

2
1 + w11,1 x1x2 + w02,1 x

2
2 +O(||x||3)

)
+O(µ2)

and hence for z3 we have

z3 = (h02 + µ w02,1) · x2
2 (223)

+
(

1 + µ w2,1 + (h11 + µ ww11,1) · x1

)
· x2

+µ
(
w1,1 x1 + w20,1 x

2
1

)
with x1 = z1 and x2 = 1

ϕ−ψ (z2−ψz3) and with further calculations analogously
to the zeroth order calculation of the quadratic approximation described in the
previous section. From this we obtain the quadratic equation in z3 as

z2
3 + p(z2, z1) · z3 + q(z2, z1) = 0 (224)

with p(z2, z1) and q(z2, z1) given by

p(z2, z1) = −

(
2

ψ
z2 +

(
ϕ− ψ
ψ

)2

· 1

h02 + µw02,1

(
1 +

ψ

ϕ− ψ
(1 + µw2,1 + (h11 + µw11,1) · z1)

))
(225)
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and

q(z2, z1) =
1

ψ2
z2

2+
ϕ− ψ
ψ2
· 1

h02 + µw02,1

(
1 + µw2,1 + (h11 + µw11,1) · z1

)
·z2+µ(w1,1z1+w20,1z

2
1)

(226)
and the solution

z3 = −p
2

+

√(p
2

)2
− q ≈ 1

ϕ
· z2 =

ϑ

ν

M

N
· z2 (227)

with µ dependent terms vanishing for µ going to zero, as can be seen from
Eqs. (225) and (226), where µ-dependent terms only appear additively next to
zeroth order terms.
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