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ABSTRACT

The increase of social media usage across the globe has fueled efforts in public health research
for mining valuable information such as medication use, adverse drug effects and reports of viral
infections that directly and indirectly affect human health. Despite its significance, such information
can be incredibly rare on social media. Mining such non-traditional sources for disease monitoring
requires natural language processing techniques for extracting symptom mentions and normalizing
them to standard terminologies for interpretability. In this work, we present the first version of a
social media mining tool called SEED that detects symptom and disease mentions from social media
posts such as Twitter and DailyStrength and further normalizes them into the UMLS terminology.
Using multi-corpus training and deep learning models, the tool achieves an overall F1 score of 0.85
for extracting mentions of symptoms on a health forum dataset and an F1 score of 0.72 on a balanced
Twitter dataset significantly improving over previously systems on the datasets. We apply the tool
on recently collected Twitter posts that self-report COVID19 symptoms to observe if the SEED
system can extract novel diseases and symptoms that were absent in the training data. By doing
so, we describe the advantages and shortcomings of the tool and suggest techniques to overcome
the limitations. The study results also draw attention to the potential of multi-corpus training for
performance improvements and the need for continual training on newly obtained data for consistent
performance amidst the ever-changing nature of the social media vocabulary.

Keywords Natural Language Processing · Deep Learning · Information Extraction · Social Media Mining ·
Pharmacovigilance

1 Introduction

Mining social media posts can reveal valuable information about early symptoms from emergent infectious diseases,
medication use, abuse, and adherence, as well as adverse drug effects (ADEs) and environmental exposures that may
have significant impact on human health. [1, 2, 3, 4] While the noisy nature of the data offers technical challenges
for natural language processing methods, additional hurdles for data analysis such as selection bias in social media
population and the relative scarcity of relevant postings could impede deriving signals for health policy and interventions.
Despite these challenges, social media has been shown to be a promising complementary resource to established data
sources. [5, 6, 7] While our prior work has addressed some of these challenges, we focus this effort on the identification
of mentions of signs and symptoms of disease, an important building block for health monitoring efforts on medication
safety, disease progression, or infectious disease spread.
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Figure 1: Examples illustrating mentions of symptoms across categories of indication (in blue) and ADEs (in red) in
social media posts and assignment of normalization identifiers.

Although there has been previous work on extracting symptoms from Twitter, Facebook, Instagram, and more, [8, 9, 10]
the work in this realm has been specific to particular contexts. For example, on detecting adverse drug events (ADEs),
[?, 4] or symptoms specific to COVID-19. [11, 12, 13] To the best of our knowledge, the problem has not been
addressed in general for all symptoms, regardless of the context in which they are mentioned, and no prior effort has
addresses normalization.

In this work we present the first version of a social media mining tool that can detect generic disease symptom mentions.
The tool also normalizes the detected symptoms into the UMLS (using MedDRA Preferred Term identifiers). These can
be further mapped to other ontologies for phenotyping efforts. Figure 1 shows examples of mentions of symptoms in
social media posts and their subcategories.

The primary objective of this work is to advance a system for extracting symptoms mentioned in social media (Twitter
and health forums), regardless of the context in which they are mentioned. Following are the contributions of the work
presented:

• We establish a new state-of-the-art performance for symptom extraction using a deep learning based NER.
• We present a symptom normalizer for converting the extracted spans to the expanded vocabulary from UMLS

(using MedDRA Preferred Term identifiers).
• Considering no prior effort for generic symptom identification exists, we compare our system and establish

state-of-the-art performance for ADE extraction and normalization.
• We make the extraction and normalization components publicly available (the dataset was already available)

as part of the DRIP (DRug Insights for Pharmacovigilance) toolkit.

The remaining document is structured as follows: we discuss the dataset and models used for this work in the Materials
and Methods section and discuss the evaluation results and its impact on research in the Results section.

2 Materials and Methods

2.1 Datasets

In this work, we reuse openly available annotated datasets for indications and ADEs. We use a total of three annotated
datasets from two social media sources: Twitter (Tw-NER-v1 and Tw-Resolve) and DailyStrength (DS-NER). These
datasets contain symptom mention annotations in two categories: ADE and Indication. Symptoms in the Twitter
datasets have been annotated along with their drug spans and the DailyStrength dataset does not contain drug spans. By
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Table 1: Summary of the datasets used for the experiments presented. As discussed before, we merge the NER datasets
to detect symptoms by combining ADR and indication spans.

Corpus Annotation Type Training
set

Test set Positive
posts

DailyStrength (DS-NER) NER spans (ADR, Indication) 4720 1559 32%
Twitter (Tw-NER-v1) NER spans (ADR, Indication) 1340 443 50%
Twitter (Tw-Resolve) NER spans + MedDRA (ADR) 2276 1 1573 50%

Figure 2: Training and inference components of the SEED tool used for extracting and normalizing symptom mentions
in social media posts.

ignoring the drug spans and integrating both datasets, we make the system available to be run on user posts that do not
necessarily contain drug mentions.

The above-mentioned datasets have been previously published for developing automated systems for detecting ADEs
and indications on social media. [14] However, the Tw-Resolve dataset only contains span annotations for ADE and not
indications, hence we only use this dataset for training the normalization system. [15] For each annotated ADE span in
the dataset, it contains an annotated MedDRA identifier to the normalized medical term. We refer the readers to the
original papers for details regarding data collection and annotation guidelines, and present a summary of the datasets
used for experiments in this work in Table 1.

2.2 Concept Extraction - NER

For the NER tasks, we use the off-the-shelf deep learning-based Flair framework [16] to construct, train and test the
models. The posts from both DailyStrength and Twitter training sets are tokenized using segtok and encoded into
IOB2 format. 5% of the posts in the training set are separated into a development set for hyperparameter tuning and
choosing the best model. NER models constructed in Flair contain the language representation layer followed by a
bidirectional recurrent neural network (RNN) layer (dimension size 256) composed from gated recurrent units (GRU)
which are then concatenated and passed through a fully connected layer. Outputs from the fully connected layer are
then passed through a conditional random field (CRF) layer. The weights in the model are trained by the minimizing
the loss computed using the negative log likelihood computed at the CRF layer.

The training was performed on a MacBook Pro 2019 with 8 cores and 16 gigabytes of RAM. The optimal settings
were found to be a learning rate of 0.1 with a stochastic gradient descent (SGD) optimizer. The model was trained
for 70 epochs and the model with the best performance on the development set was saved for testing its performance
on the test sets. After experimenting with various forms of language representation techniques such as word2vec and
Glove embeddings [17], FastText embeddings with enriched subword information [18] and BERT [19]. We found that
FastText and BERT models performed significantly better than word2vec and Glove models.

2.3 Normalization

The normalization system is built on the off-the-shelf FastText classifier which employs multinomial logistic regression
model with word and character n-gram features trained used a hierarchical softmax loss. [20] This normalization
system setup provides faster training and inference capabilities compared to traditional classifiers that have scaling
issues when the number of target labels are in the thousands. We find the hyperparameters are optimal when the hidden
layer dimensions are set to 128, the word n-grams features are limited to maximum window of 3 and character n-grams
features are limited to a maximum window of 5.
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Table 2: Results of Multi-corpus Training on the Twitter and Dailystrength Datasets.

Test Set Twitter
(ADR)

DailyStrength
(ADR)

Twitter
(Indication)

DailyStrength
(Indication)

Training Set P/R/F1 P/R/F1 P/R/F1 P/R/F1

ADRMine [14] 0.76/0.68/0.72 0.86/0.78/0.82 - -
Twitter 0.82/0.72/0.77 0.72/0.69/0.71 0.50/0.21/0.30 0.80/0.21/0.33
DailyStrength 0.77/0.57/0.66 0.90/0.82/0.86 0.19/0.54/0.28 0.84/0.76/0.80
Twitter +
DailyStrength

0.87/0.73/0.79 0.89/0.84/0.87 0.59/0.46/0.52 0.89/0.71/0.79

The normalization system was trained on both the NER span texts in the training set as well as the MedDRA lower
level terms (LLTs) such that predictions can be made and evaluated on the MedDRA preferred terms (PTs). Training
on MedDRA LLTs in a self-supervised manner also allows for discovery of symptoms not annotated in the training
set. We also train on additional expressions of symptoms gathered by integrating MedDRA PTs with terms from other
ontologies in UMLS metathesaurus using their respective concept unique identifiers (CUI). [21]

3 Results and Discussion

The evaluation results for the NER are shown in Table 2. Here we see that multi-corpus training is highly beneficial
for both NER datasets. Training on DailyStrength data increased the Twitter model’s performance by 13 percentage
points for ADRs and 23 percentage points for Indication extraction. Training on Twitter dataset had a beneficial effect
for DailyStrength model only in case of ADRs. This establishes a new state-of-the-art performance over the previous
ADRMine system which achieved F1= 0.82 on DailyStrength and F1 = 0.72 on Twitter datasets for ADR extraction.

The normalization model was evaluated on the Tw-Resolve dataset used in the SMM4H 2019 shared task [22]. It
achieved an end to end performance of F1-score 0.49 on the NER task and 0.35 on the end-to-end task beating the
previous best systems at 0.46 and 0.34 to set a new state-of-the-art on the end-to-end entity extraction and normalization
tasks. Based on submissions in the shared task we believe that incorporating other corpora might further benefit the
extraction performance on both the NER and the normalization task.

The tool presented in this work, unlike prior work, is generic enough such that it an be used in isolation on social media
posts regardless of whether the post also includes a symptom mention or drug mention. However, the performance of
the tool has been evaluated on datasets that have higher incidence of symptoms in a collection of posts compared to
collections from Twitter. Hence, for such datasets where the occurrence of symptoms are low, additional noise removal
and filtering strategies such as the use of regular expressions, rules and/or supervised classifiers are recommended.

4 Conclusion

In this work we present a system to extract and normalize disease symptoms on social media posts. On a filtered
balanced dataset, it obtained state-of-the-art performance for extracting symptoms, outscoring the ADRMine system
by 5 percentage points on the Twitter dataset and 7 percentage points on the DailyStrength dataset for the ADE
category. We have made SEED publicly available to users as a standalone tool, and include a web-based demonstration
interface and an application programming interface which performs symptom extraction and normalization tasks on
user submitted content as shown in 3.
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Figure 3: Screenshot of the DRIP System Demonstrating the Extraction of Symptoms from Social Media Texts.
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