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Abstract. Tweets mentioning medications are valuable for efforts in
digital epidemiology to supplement traditional methods of monitoring
public health. A major obstacle, however, is to differentiate them from
the large majority of tweets on other topics posted in a user’s timeline:
solving the infamous ’needle in a haystack’ problem. While deep learn-
ing models have significantly improved classification, their performance
and inference processing time remain low on extremely imbalanced cor-
pora where the tweets of interest are less than 1% of all tweets. In this
study, we empirically evaluate under-sampling, fine-tuning, and filtering
heuristics to train such classifiers. Using a corpus of 212 Twitter time-
lines (181,607 tweets with only 0.2% tweets mentioning a medication),
our results show that combining these heuristics is necessary to impact
the classifier’s performance. In our intrinsic evaluation, a classifier based
on a lexicon and a BERT-base neural network achieved a 0.838 F1-score,
a score similar to the ones of the best existing classifier, but it processed
the corpus 28 times faster - a positive result, since processing speed is
still a roadblock to deploying classifiers on large cohorts of Twitter users
needed for pharmacovigilance. In our extrinsic evaluation, our classifier
helped a labeler to extract the spans of medications more accurately and
achieved a 0.76 Strict F1-score. To the best of our knowledge, this is
the first evaluation of medications extraction in Twitter timelines and it
establishes the first benchmark for future studies.

Keywords: Social Media · Medication Detection · Text Classification

1 Introduction

With more than 321 million monthly active users worldwide [14], Twitter is
among the most influential Social Media platforms of the last decade. On Twit-
ter, users discuss a great variety of subjects, including their health. These tweets
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2 Weissenbacher et al.

are now recognized as a valuable source of information in digital epidemiology to
supplement traditional methods for population health surveillance [10,15,17]. A
major obstacle, however, is to differentiate health-related tweets from the major-
ity of tweets with other topics. Particularly relevant to a variety of health-related
studies are those mentioning medications.

Previous studies on detecting medications on Twitter usually started by
building their corpus since no standard existed. But their methods of collec-
tion often biased their corpora: by using a predefined list of medications [2, 13],
imposing co-occurrences of medications and diseases in tweets [9], or removing
tweets with common terms ambiguous with medications [1]. This changed with
the advent of the Social Media for Health Mining (#SMM4H) Shared Tasks, fo-
cused on deploying standard corpora to test and compare systems that extract
health information in Social Media [11, 20]. In 2018 and 2020, shared tasks in-
cluded those to detect tweets mentioning medications and dietary supplements,
with suitable annotated corpora made available. This task is often the first pro-
cess applied in a pipeline for population health surveillance when mining Twitter
data. In #SMM4H’18, the corpus was composed of randomly selected tweets and
manually balanced. The task served as a proof of concept. In #SMM4H’20, the
corpus consisted of 112 Twitter users’ timelines and exhibited the real distribu-
tion of medication mentions in typical Twitter user timelines. This task intended
to measure the performance to expect in a ”real world” application.

During the challenges, participants abandoned machine learning models that
use hand-engineered features and largely adopted deep learning models, in par-
ticular, transformer models. While deep learning models significantly improved
the accuracy of the systems, two limitations impede their use at a large scale
in ”real world” applications. First, their training is difficult on extremely imbal-
anced corpora [6]. Corpora are imbalanced when negative examples outnumber
positive examples, a very frequent occurrence in ”real” data [8]. When classi-
fiers are trained on these corpora, their optimizing algorithms tend to classify
all examples as negative to reduce their losses. Imbalance was the main concern
for the #SMM4H’20 participants who proposed various heuristics to improve
their training: under-sampling and fine-tuning were the most popular. Ensem-
ble learning, over-sampling, data augmentation, and cost-sensitive learning were
proposed as well. Given the time constraints of the shared task, most partici-
pants focused on one heuristic at a time, and when they did combine heuristics,
they usually did not evaluate methodically the individual contribution of each.
Second, the speed of prediction of transformer models remains slow on very
large corpora. When Twitter is used to identify cohorts with suitable statistical
power, a large number of tweets has to be processed by the model to discrim-
inate users of interest. It is not unusual to process billions of tweets to collect
such cohorts. Despite hardware improvements, the inference times of transformer
models are high [16]. This limits the size of the cohorts and the datasets that
can be processed and studied. For example, it would take 1,750 hours (72.9
days) for the BERT classifier used in our experiments to process the 1.5 billion
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Detecting Medications Mentioned on Twitter 3

tweets of our current collection of Twitter timelines where users are announcing
a pregnancy [19].

In this study, our goal was to achieve F1-scores similar to those of the state-
of-the-art deep learning classifiers for the task of finding tweets with medica-
tion mentions in user timelines, but using a more agile system. To this end,
we empirically evaluated three re-sampling heuristics and their combinations -
under-sampling, fine-tuning, and filtering - to train a binary classifier. We ex-
perimented with two classifiers, a Convolutional Neural Network (CNN) and a
BERT-based classifier. Among all possible heuristics to improve training on im-
balanced datasets, we chose filtering because large lexicons of medications exist
and the decisions made by the filter uniformly remove a large number of unlikely
candidates, greatly speeding up the processing time of the classifier at run time
while remaining reproducible. Under-sampling and fine-tuning are complemen-
tary heuristics to use with filtering since they allow for training a classifier on a
balanced training set, removing the need for a corpus with the natural imbalance
of the examples ratio, a corpus very expensive to annotate.

Our contributions are: 1) the release of 212 Twitter timelines annotated with
medication spans for benchmarking medications extraction in Twitter, to be
done as a BioCreative shared-task [18]; 2) the design of a fast and efficient
classifier to detect tweets mentioning medications; 3) an intrinsic evaluation of
the classifier as well an extrinsic evaluation when it is used to help the extraction
of the medications’ spans.

2 Methods

2.1 Data

We ran our experiments on three corpora. The first corpus was released during
#SMM4H’18. It is composed of tweets mentioning medications or ambiguous
mentions that can be confused with medications. For example, ’Propel’ is an
English verb but it is also the brand name of a corticosteroid. The corpus was
manually balanced with an equal number of positive and negative tweets (7,827
vs 7,178, respectively). The second corpus, released for #SMM4H’20, includes
98,959 tweets from 112 user timelines. This corpus has the natural distribution
of tweets with very few tweets mentioning medications (258 positive vs 98,701
negative tweets). The inter-annotator agreements reported previously [19] for
both corpora were high, with .892 Cohen’s kappa for SMM4H’18 and .880 Co-
hen’s kappa for SMM4H’20. With only 77 tweets mentioning medications in
the test set, and common medications like Tylenol occurring multiple times,
the SMM4H’20 corpus test set contains few positive examples. Therefore, we
decided to create a larger corpus to evaluate our models more accurately. In
the SMM4H’20+ corpus, we added 100 new timelines to the existing 112 time-
lines of the SMM4H’20 corpus (for a total of 442 positive and 181,165 negative
tweets). With 2.5 hours on average to annotate a timeline, the SMM4H’20+ cor-
pus was very expensive to produce. We selected and annotated these 100 time-
lines by following the guidelines defined during the #SMM4H’20 shared-task.
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The SMM4H’20+ test set has 131 positive tweets and includes all examples of
the SMM4H’20 test set.

2.2 Classifiers

We implemented three binary classifiers to detect tweets mentioning medica-
tions3. Each classifier receives raw tweets as input and returns 1 for tweets pre-
dicted to mention medications, 0 otherwise. As a baseline, we re-implemented
the lexicon classifier proposed in [19]. This baseline classifier relies on an exten-
sive list of 44,948 medications from RxNorm. We extended the lexicon with 231
generic mentions such as statin, antibiotic or pain meds. Since medications are
often misspelled in Twitter, we automatically generated variants for our 44,948
medications by following the method described in [19] and manually removed
variants that were too ambiguous with common English phrases, like some, a
variant of sone. This classifier labels as positive all tweets with a phrase match-
ing an entry in the lexicon. In addition, we implemented a CNN with word2vec
embeddings trained on 400 million tweets [7]. Lastly, we implemented a classifier
using BERT-base with no additional output layers and trained following the rec-
ommendations of the authors [5]. We chose BERT over more recent transformer-
based classifiers because it is now a well-accepted milestone in text mining and
it allows us to compare our performances with the ones of the best classifier of
#SMM4H’20 which used an ensemble of 20 BERT classifiers [4]. Other partici-
pants did not perform better with more recent transformer-based classifiers such
as RoBERTa or Electra. For simplicity, we will refer to these three classifiers as
the lexicon, CNN, and BERT classifiers, respectively.

2.3 Training

We trained our CNN and BERT classifiers following different settings to eval-
uate the effects of our re-sampling heuristics: under-sampling, fine-tuning, and
filtering. In all settings, the classifiers were trained on the official training set of
the corpora mentioned and evaluated on the test set of SMM4H’20+. In setting
(a), we trained our classifiers only on SMM4H’20+. This setting is the default
training method for supervised classifiers: examples are randomly selected from
users’ timelines, and all examples sampled are annotated and used for training
and evaluating the classifiers. Any improvements over the scores of our classifiers
trained with the setting (a) will show the benefits of the heuristics tested with
other settings. In setting (b), we show the impact of under-sampling alone. We
trained our classifiers on SMM4H’18, this corpus was manually under-sampled
to have a large number of positive tweets and an equal number of negative
tweets. It helps to learn the linguistic patterns to speak about medications and
their homonyms. However, this training corpus is not representative of the test
corpus, the SMM4H’20+, which exhibits the real distribution of tweets. In set-
ting (c), we show the impact of filtering alone. We trained our classifiers on

3 All classifiers are available at https://tinyurl.com/fo9u9xnn
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SMM4H’20+ and applied them only to the tweets matched by the lexicon clas-
sifier. For the tweets filtered out by the lexicon classifier, the label was set to 0.
For the tweets filtered in, we applied the CNN or the BERT classifier to make
the final decision on their label values. In setting (d), we combined the under-
sampling and fine-tuning heuristics. We pre-trained our classifiers on SMM4H’18
and continued their training on SMM4H’20+. By continuing the training on
SMM4H’20+, classifiers learned the real distribution of positive examples in the
test corpus. In setting (e), we combined the filtering and under-sampling heuris-
tics. We trained our classifiers on the SMM4H’18 and we applied them to the
tweets filtered in by the lexicon classifier. In setting (f) we combined the three
heuristics. We trained the classifiers on the SMM4H’20+ corpus providing more
negative examples, fine-tuned on SMM4H’18, and applied the classifiers to the
tweets filtered in by the lexicon classifier.

2.4 Intrinsic and extrinsic evaluations

We intrinsically evaluated the performance of our classifiers with the Precision,
Recall, and F1-score metrics. During this evaluation, all classifiers were evaluated
on how well they individually perform the classification task and were ranked
according to their F1-scores. We trained and evaluated our classifiers three times
for each setting and reported the means of their scores in Table 1 to account
for the variations due to the stochastic optimization of the neural networks.
We kept in our experiments the results obtained on SMM4H’20 to compare our
performance to that of the participants of the #SMM4H’20 shared-task.

We also extrinsically evaluated our best classifier. We measured the changes
of performance of a baseline sequence labeler extracting medications with and
without prefiltering the tweets with our best classifier. A medication labeler
should return, for each medication occurring in a tweet, its span - i.e. the starting
and ending positions. We evaluated the labeler with the Overlapping/Strict Pre-
cision, Recall, and F1-score metrics. In the overlapping evaluation, we rewarded
the labeler if it found a span that overlaps with the span of a medication, and
in the strict evaluation, only if it found the exact span of the medication.

To perform our extrinsic evaluation, we implemented three labelers. Our first
baseline labeler applies our lexicon to a corpus and extracts the spans of every
entry of the lexicon matched in the tweets without additional controls. For our
second labeler, we converted into a sequence labeler the best classifier based on
a lexicon and BERT in setting (f). This labeler extracts the spans of every en-
try of the lexicon matched in the tweets labeled as mentioning a medication by
the BERT neural network. All other tweets do not contain medications for the
labeler. Our third labeler is a standard labeler based on a bidirectional-LSTM
using BERT embeddings and trained to recognized all tokens constituting a
medication mention within a tweet using the IO annotation schema. We evalu-
ated various settings to train the BERT labeler but we only report the two best
settings due to space constraints. In setting (α), we trained the BERT labeler on
the SMM4H’18 training set and fine-tuned it on the SMM4H’20+ training set.
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We evaluated the labeler on the full test set of SMM4H’20+, therefore, perform-
ing the detection and extraction at the same time. In setting (β), we trained
the BERT labeler on the SMM4H’18 training set but fine-tuned it only on the
tweets of the SMM4H’20+ training set filtered in by our best classifier. During
the evaluation, we applied the labeler only on the tweets of the SMM4H’20+
test set filtered in by our best classifier - making the decision that all tweets
filtered out by the classifier did not contain any medications - thus, performing
the detection independently from the extraction. Since the labelers in settings α
and β only differ by filtering the tweets with the classifier during their training
and evaluation steps, the differences between their performances measure the
impact of the classifier.

3 Results and discussion

3.1 Intrinsic evaluation results

An interesting aspect of Table 1 is the performance of our classifiers on SMM4H’18.
With a 0.954 F1-score, our BERT classifier outperformed the ensemble of bi-
LSTMs proposed in [19] which, to the best of our knowledge, was the highest
score achieved on this corpus with a 0.937 F1-score.

Another interesting finding is that under-sampling and filtering heuristics
cannot be used alone, since settings (b) and (c) perform worse than the default
setting (a) for both classifiers. When under-sampling is used alone, both classi-
fiers became over-sensitive to words related to health but used in other contexts,
such as ”been drinking”, or tweets related to health but not mentioning any med-
ications, such as ”I might as well show him since I’m at the OBGYN”. Their
recalls are good, higher than the recall of our lexicon classifier, but their pre-
cisions are too low, making their annotations unusable in upstream processes.
When the filtering heuristic is used alone, the opposite phenomenon is observed.
We expected our lexicon classifier to have a good recall but a low precision
due to medication homonyms. Since our classifiers learned the contexts where
medications occur, they should have detected false positive predicted by the lex-
icon classifier and corrected their labels. However, having seen too few positive
examples in the training set, our classifiers were over-conservative and rejected
valid patterns such as ”prescribed me [medication]” or tweets mentioning unseen
medications like ”femestra”, resulting in low recalls of 0.49 and 0.46.

Our heuristics improved the training of our classifiers when they were com-
bined. On SMM4H’20+, the best classifier was the CNN trained on the under-
sampled corpus and fine-tuned with an 0.80 F1-score. The BERT classifier using
under-sampling and filtering heuristics in setting (e) achieved a very close per-
formance than the BERT classifier in setting (f), with 0.79 F1-score, showing
a marginal help from the additional negative examples from the SMM4H’20+
corpus used in setting (f). However, the setting (e) has three main advantages
over other settings. Our classifier does not require to be trained on SMM4H’20+,
a corpus that is very expensive to produce, as annotation of each timeline takes
around 2-4 hours. Our classifier was only trained on the SMM4H’18 corpus,
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SMM4H’18
Training setting Classifier P R F1

lexicon 67.96 92.60 78.39
[21] 93.3 90.4 91.8
[19] 95.1 92.5 93.7

Training: SMM4H’18
CNN 89.14 93.88 91.45
BERT 95.47 95.30 95.38

SMM4H’20 SMM4H’20+
P R F1 P R F1

lexicon 29.49 83.12 43.54 25.32 75.57 37.93
[4] 83.75 87.01 85.35 — — —
[3] 77.11 83.12 80.00 — — —

(a) Training: SMM4H’20+
CNN 78.87 61.04 68.41 75.44 58.78 65.81
BERT 78.86 62.77 69.87 79.75 67.18 72.92

(b) training: SMM4H’18
CNN 3.40 81.82 6.56 3.22 83.97 6.20
BERT 16.62 85.71 27.85 17.46 90.08 29.24

(c) training: SMM4H’20+ CNN 95.31 52.38 67.60 94.67 49.11 64.65
Filter: lexicon BERT 92.38 47.62 62.36 92.61 45.53 60.69

(d) Training: SMM4H’18, CNN 91.69 74.89 82.31 88.32 74.05 80.43
fine-tuning: SMM4H’20+ BERT 81.39 64.50 71.96 83.16 68.96 75.36

(e) Training: SMM4H’18, CNN 66.21 77.92 71.57 67.34 69.98 68.61
Filter: lexicon BERT 88.85 78.79 83.50 87.50 72.77 79.45

(f) Training: SMM4H’20+, CNN 79.44 78.35 78.88 79.11 70.99 74.82
Fine-tuning: SMM4H’18, BERT 90.10 78.35 83.81 90.11 71.76 79.89
Filter: lexicon
Table 1. Performance of binary classifiers on the SMM4H’18, SMM4H’20, and
SMM4H’20+ test set corpus

a corpus composed of tweets that mention medication names rather than full
timelines. This corpus was built semi-automatically and can be updated and an-
notated at a rate of 30-40 tweets per minute. With new medications released each
year, it is preferable to train our classifiers only on the under-sampled corpus.
With the setting (e), the classifier is fast. With parallel computing and index-
ing, our lexicon classifier can pre-filter millions of tweets in minutes, the BERT
classifier is then only applied on a fraction of the initial tweets. Our classifier
took 41 seconds on a MacBook Pro 2020 with a CPU to predict the labels of the
29,687 tweets (3.4 MB) of the SMM4’20 test set. In comparison, the best classi-
fier of #SMM4H’20, an ensemble of 20 BERT classifiers [4], took 19.4 minutes
on Google Colab Pro with a GPU V100 to process this test set. Finally, since
the lexicon classifier matches the spans of the medications in tweets, it is trivial
to convert the classifier into a sequence labeler and perform the extraction of
the medications, as we have done for the extrinsic evaluation.

On the SMM4H’20 test set, our best classifier was the BERT classifier trained
with the three heuristics with an average of 0.838 F1-score, and 0.853 F1-score
(0.924 Precision and 0.792 Recall) during its best iteration. Our classifier per-
forms better than the BERT classifier proposed in [3] which ranked second dur-
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ing the shared task with 0.80 F1-score and achieved similar performance to the
best system [4]. However, due to the small number of positive examples in the
SMM4H’20 test set, we found the differences between these scores to be not
significant using a McNemar test (p = 0.05).

3.2 Extrinsic evaluation results

The results reported in Table 2 show the good performance of our classifier
by improving the scores of the extrinsic task. One may argue that developing
an independent classifier is not needed since a labeler performs the medication
detection and extraction tasks at the same time by discovering the spans of the
medications; all efforts should rather focus on developing an efficient medication
labeler. Our empirical results show contrary evidence and confirmed our findings
published in [12] on the task of adverse drug event extraction: when processing
very imbalanced data, it is better, first, to detect the tweets of interest with
a classifier, then, to apply the labeler only on the tweets detected to extract
the concepts positions. A condition, however, is to fine-tune the labeler on a
training set filtered by the classifier. Without the help of the classifier, the labeler
extracts the medication spans on the full corpus and achieves 0.76 overlapping
and 0.72 strict F1 scores. When the labeler is helped by the classifier and extracts
the spans only in the tweets filtered in, its scores slightly improved to 0.77
overlapping and 0.76 strict F1 scores. Although, the difference between the scores
of the labeler achieved with, or without, the help of the classifier was not found
to be significant using a McNemar test (p = 0.05). A possible explanation for this
might be that it is easier to optimize two different loss functions, the classifier’s
one, dedicated to representing the semantic of health-related tweets, and the
labeler’s one, only focused on extracting the spans of medications.

SMM4H’20+
Strict Overlapping

Training setting Labeler P R F1 P R F1

Lexicon 22.3 62.6 32.9 25.2 70.7 37.1
Lexicon+BERT 77.4 60.5 67.9 87.0 68.0 76.3

(α) Training: SMM4H’18 BERT 79.5 65.1 71.6 84.4 69.1 76.0
Fine-tuning: SMM4H’20+
(β) Training: SMM4H’18 BERT 89.0 66.0 75.8 90.8 67.3 77.3
Fine-tuning: filtered SMM4H’20+
Filter: Lexicon+BERT
Table 2. Performance of medications extraction on the SMM4H’20+ test set corpus

4 Conclusion

We propose an efficient classifier to detect tweets mentioning medications based
on a lexicon and a BERT-base neural network. With a 0.954 F1-score, our ap-
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proach outperforms existing classifiers on the SMM4H’18 benchmark dataset,
a manually balanced set of tweets mentioning medications or their homonyms.
With a 0.838 F1-score, it also achieves performance comparable to the best
classifiers on the SMM4H’20+ benchmark dataset, 212 timelines where only
0.2% of tweets mentioning medications. The intrinsic evaluation of the classi-
fiers shows that training them on such imbalanced data is still a major challenge
and underlines the need for dedicated training methods. We empirically eval-
uated three re-sampling heuristics - under-sampling, fine-tuning, and filtering
- and showed that their combinations are required to be beneficial. Whereas
under-sampling/filtering was not the best combination, it removes the need to
train the classifier on a corpus exhibiting the real distribution of the data, a
corpus very expensive to produce. It also improves the speed of the classifier
by pre-filtering the tweets. Considering the difference in performances of our
classifiers on balanced and imbalanced corpora, 10 F1-score points, there is still
space for improvement. We plan to evaluate additional heuristics such as learn-
ing with generated data, cost-sensitive, transfer, few-shot, active, or distance
learning. The extrinsic evaluation of our classifier on the medication extraction
task shows that, when working with an imbalanced corpus, it is still preferable
to perform the detection of the tweets mentioning medications independently
from the extraction of their spans. By doing so, we achieved 0.773 overlapping
F1-score and 0.758 strict F1-score on the medication extraction task. To the best
of our knowledge, this is the first evaluation of this task on Twitter timelines
and it establishes the first benchmark for future studies.
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