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Abstract

As the Coronavirus Disease 2019 (COVID-19) pandemic
continues to grow globally, testing to detect COVID-19 and
isolating individuals who test positive remains to be the pri-
mary strategy for preventing community spread of the dis-
ease. The current gold standard method of testing for COVID-
19 is the reverse transcription polymerase chain reaction (RT-
PCR) test. The RT-PCR test, however, has an imperfect sen-
sitivity (around 70%), is time-consuming and labor-intensive,
and is in short supply, particularly in resource-limited coun-
tries. Therefore, automatic and accurate detection of COVID-
19 using medical imaging modalities such as chest X-ray
and Computed Tomography, which are more widely available
and accessible, can be beneficial as an alternative diagnos-
tic tool. We develop a novel hierarchical attention neural net-
work model to classify chest radiography images as belong-
ing to a person with either COVID-19, other infections, or no
pneumonia (i.e., normal). We refer to this model as Artificial
Intelligence for Detection of COVID-19 (AIDCOV). The hi-
erarchical structure in AIDCOV captures the dependency of
features and improves model performance while the attention
mechanism makes the model interpretable and transparent.
Using a publicly available dataset of 5801 chest images, we
demonstrate that our model achieves a mean cross-validation
accuracy of 97.8%. AIDCOV has a sensitivity of 99.3%,
a specificity of 99.98%, and a positive predictive value of
99.6% in detecting COVID-19 from chest radiography im-
ages. AIDCOV can be used in conjunction with or instead of
RT-PCR testing (where RT-PCR testing is unavailable) to de-
tect and isolate individuals with COVID-19 and prevent on-
ward transmission to the general population and healthcare
workers.

Introduction
The outbreak of the novel coronavirus known as Severe
Acute Respiratory Syndrome CoronaVirus 2 (SARS-CoV-
2) started in Wuhan, China, in December 2019 and rapidly
spread worldwide. As the number of people with Coron-
avirus Disease 2019 (COVID-19) escalates in the United
States and around the world, reducing the number of trans-
missions from infected individuals to the general population
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and healthcare workers becomes increasingly important and
challenging.

Although about 8 in 10 people who contract the SARS-
CoV-2 virus remain asymptomatic or develop only mild to
moderate symptoms (Mizumoto et al. 2020; Arons et al.
2020; Wu and McGoogan 2020; Yang et al. 2020), others
may develop life-threatening conditions, such as dyspnea,
pneumonia, or severe acute respiratory syndrome, which re-
quire hospital or ICU care with supplemental oxygen or
mechanical ventilation (Mahase 2020). The rapid spread of
COVID-19 is, in part, due to the lack of sufficient testing and
isolation of positive cases, which subsequently leads to com-
munity transmission from undiagnosed cases. This rapid
spread may result in overwhelming and collapsing health-
care systems, even in developed countries, due to the surge
in demand for hospital and ICU care.

A critical step in controlling the transmissions and flatten-
ing the curve is to use a widely-available, fast, and accurate
COVID-19 detection method, and to immediately isolate di-
agnosed cases until they are no longer infectious.

The current gold standard screening method for COVID-
19 is the direct detection of SARS-CoV-2 RNA by reverse
transcription polymerase chain reaction (RT-PCR) test (Pa-
tel, Jernigan, and others 2020). Several RT-PCR assays are
used in the U.S. and around the world. Each has differ-
ent performance characteristics and turnaround time (rang-
ing from minutes to several hours) and requires different
specimen types (World Health Organization 2020). The sen-
sitivity of RT-PCR testing is widely variable; depending
on the assay, the type and quality of the specimen ob-
tained, the stage of the disease, and the duration of infec-
tion, it can vary between 32% to 73% (Wang et al. 2020a;
Kucirka et al. 2020; Guo et al. 2020). Therefore, there is an
immediate need for accessible, rapid, and accurate testing
tools to help combat the spread of the SARS-CoV-2 virus.

Medical imaging modalities such as Chest X-Ray (CXR)
and Computed Tomography (CT) can be used as an alter-
native to RT-PCR testing to detect characteristic symptoms
of COVID-19 in patients’ chest images (Xu et al. 2020;
Ng et al. 2020). Detecting COVID-19 from chest radiogra-
phy images has shown promising results and higher sensi-
tivity compared to RT-PCR testing (Fang et al. 2020). More-



over, CT images of patients with COVID-19 may show ab-
normalities before the patient develops symptoms and be-
fore the detection of viral RNA from upper respiratory spec-
imens (Sutton et al. 2020; Zhao et al. 2020). However, vi-
sual evaluation of radiography images to find subtle signs of
COVID-19 is both fallible and time-consuming. In this con-
text, artificial intelligence (AI) methods can be leveraged to
analyze medical images for subtle signs of SARS-CoV-2 in-
fection automatically and to detect COVID-19 rapidly and
accurately.

In this study, we develop a new deep learning model for
detection of COVID-19 using CXR and CT scan images au-
tomatically. We refer to this model as Artificial Intelligence
for Detection of COVID-19 (AIDCOV). AIDCOV employs
a novel hierarchical attention structure, which can tell clini-
cians the specific locations of the lung affected by the SARS-
CoV-2 infection rapidly and with high sensitivity and speci-
ficity.

Methods

AIDCOV includes a novel two-level hierarchical attention
structure for classification of chest radiography images into
one of the three classes: COVID-19 viral infection, other
viral/bacterial infection (i.e., non-COVID-19 infection), or
normal (i.e., no infection). This hierarchical structure en-
ables the model to capture the dependency of features ex-
tracted from chest images via a pre-trained network (e.g.,
VGG-16) in both horizontal and vertical directions and
helps improve model performance. The attention mecha-
nism makes the black-box deep neural network model in-
terpretable such that the model can designate the specific lo-
cations of patients’ lungs that manifest subtle signs of infec-
tion. AIDCOV is an end-to-end deep neural network model,
which does not require any feature engineering.

Transfer Learning

Deep neural network models often include hundreds of thou-
sands of hyperparameters, and thus they need to be trained
on very large datasets. Transfer learning is a technique
that allows training deep neural network models on small
datasets by taking a pre-trained deep neural network model
and repurposing it for a different task. We leverage the pow-
erful idea of transfer learning by employing VGG-16 (Si-
monyan and Zisserman 2014), a pre-trained convolutional
neural network that is trained on a dataset of more than 15
million images (Krizhevsky, Sutskever, and Hinton 2012).
VGG-16 has shown promising performance for medical im-
age analysis (Yadav and Jadhav 2019; Shen et al. 2019;
Guan et al. 2019). VGG-16 has 13 convolutional layers, 5
pooling layers, and 3 fully connected layers. We removed
the 3 fully connected layers and replaced them with our
novel hierarchical attention structure. While the early lay-
ers of VGG-16 learn low-level features of the image, our hi-
erarchical attention model learns subtle signs of COVID-19
and other viral/bacterial infections and determines the final
classification.

Two-level Hierarchical Deep Neural Network
Model for Image Classification
In this section, we describe our novel hierarchical attention
structure for image classification, which considers the
dependencies of feature components in both horizontal
(width) and vertical (height) directions.

Step 1: Resizing the image. First, we need to resize input
chest radiography images to the format that is compatible
with the pre-trained VGG-16 model. We resized all the
input images to size 160 × 160 × 3.

Step 2: Feature extraction. We use VGG-16 to obtain
a low-dimensional feature representation vector for each re-
sized image (Figure 1).

Figure 1: Low-dimensional feature extraction using the pre-
trained VGG-16 model.

In general, if the input image is of size (A, B, 3), the
output of the VGG-16 model will be a tensor of size
(A/32,B/32, 512). In our case, since the input image is of size
(160,160,3), the output of the model is of size (5,5,512).
We show this output by X , which is obtained as follows:

X =WV GGC + bV GG, (1)

where C is the resized radiography image, and WV GG and
bV GG are the trained weight and bias matrices obtained from
the pre-trained VGG-16 model.



As mentioned above, X is the output of size (5,5,512).
We refer to each (1,1,512) block of X as xij , where
i ∈ [1,5] and j ∈ [1,5] (Figure 2).

Figure 2: The output block of size 5 × 5 × 512.

Figure 3: Encoding feature outputs in both x and y axis

Step 3: Horizontal feature encoding. Next, for each
level of i ∈ [1,5], we are going to encode the output block
along the x axis (i.e., horizontally). To do so, we apply a
GRU-BRNN on xi1, ..., xi5 for each level of i to incorpo-
rate horizontal dependencies (in both forward and backward
directions) within each row of an image. We have,

hij = [
ÐÐ→
GRU(xij);

←ÐÐ
GRU(xij′)], j ∈ [1,5], j′ ∈ [5,1], (2)

uij = tanh(Wihij + bi), j ∈ [1,5], (3)

where hij is the output of the GRU-BRNN and uij is its
hidden representation. Wi and bi are the weight matix and
bias vector for each row of the xij block learned through
training. Since we aim to determine the contribution of each
xij block within each row (horizontal level) to the overall

prediction, we applied an attention layer on top of the hid-
den representations uij to obtain the attention scores αij by
learning the row context vector ui,

αij = Softmax(uijTui), j ∈ [1,5].

Finally, we encode each ŷi block as a weighted sum of hij
and the attention scores αij (Figure 3),

ŷi = Σjαijhij .

Step 4: Vertical feature encoding. In this step, we en-
code the representations ŷi computed from the previous step
along the y axis (i.e., vertically). We further determine the
attention scores αi for each ŷi block as follows.

hi = [
ÐÐ→
GRU(ŷi);

←ÐÐ
GRU(ŷi′)], i ∈ [1,5], i′ ∈ [5,1], (4)

ui = tanh(Whi + b), (5)

αi = Softmax(uiTu), (6)
I = Σiαihi, (7)

where hi capture the dependencies of ŷi blocks using GRU-
BRNN and ui is its hidden representation obtained through
training ofW and b parameters. The attention weights αi for
ŷi are computed using ui and the trained context vector of
u. The image encoding is the weighted sum of hi encodings
and attention scores αi. Finally, we use the image encoding
I to build a multi-class classifier as,

p = σ(WII + bI) (8)

Figure 4 shows the hierarchical encoding network of
Steps 3 and 4 described above.

Data
We leverage a labeled dataset of 5801 chest X-ray images
and CT scans to train and test the AIDCOV model. This
dataset consists of 269 images from patients with COVID-
19 obtained in early April 2020 from an open-source GitHub
repository (Cohen, Morrison, and Dao 2020), which can
be accessed on the web: https://github.com/ieee8023/covid-
chestxray-dataset. Moreover, our dataset includes 3949 im-
ages from patients with other viral/bacterial infections as
well as 1583 images from individuals with no pneumonia
(i.e., normal), both obtained from the “Chest X-Ray Images”
Kaggle repository (Kaggle 2013). Therefore, each image in
our dataset is labeled as either COVID-19, other infections,
or normal. This study was exempt from institutional review
board (IRB) review since it used publicly available, deiden-
tified data.

Implementation Details
We set the GRU dimension to 50 for both horizontal (Step
3) and vertical (Step 4) encoding levels. So, the bidirectional



Figure 4: The hierarchical attention structure for image en-
coding.

GRU has 100 dimensions. We used a mini-batch size of 20
images and trained on 10 epochs.

We used ‘categorical cross entropy’ as our loss function
to classify chest radiography images into one of the three
classes (COVID-19, other infection, or normal). We em-
ployed the Adaptive Subgradient (Adagrad) as the optimizer.

To evaluate the model’s performance, we conducted 10-
fold stratified cross-validation such that in each fold, we
trained our model on 4698 samples, validated on 523 sam-
ples, and tested it on 580 samples. Each set of stratified
cross-validation includes the same ratio of subjects of each
class in each fold.

Comparison with Simpler Structures
To better evaluate the value of our novel hierarchical atten-
tion structure, we developed two related but simpler deep
learning models. In one model, we removed the attention
mechanism from our base model, i.e., we fed the feature
representations obtained from VGG-16 to the hierarchical
structure of Figure 4 without the attention layers. In another
model, we replaced the whole hierarchical attention network
with a fully connected network.

Results
Model Performance
AIDCOV achieved a mean cross-validation accuracy of
97.8% across the 10 folds (Table 1). The model demon-
strated excellent performance in detecting COVID-19. The
hierarchical attention model had a sensitivity (true positive
rate) of 99.3%, a specificity (true negative rate) of 99.98%,
and a positive predictive value (PPV) of 99.6% for detecting
COVID-19 from chest radiography images (Figure 2).

AIDCOV also demonstrated promising performance for
correctly classifying non-COVID-19 chest images. The
model had a sensitivity (specificity) of 98.7% (96.0%) for

detecting other viral/bacterial infections and a sensitivity
(specificity) of 95.4% (98.8%) for normal chest radiog-
raphy images. The PPV for other infections and normal
images were 98.1% and 96.8%, respectively (Figure 2).
These results suggest that AIDCOV performs well in detect-
ing COVID-19, other viral/bacterial infections, and normal
cases based on the chest radiography images.

Table 1: Results: 10-fold stratified cross validation

Fold Accuracy Normal COVID-19 Non-COVID19

1 97.6 96.9 96.0 98.0
2 96.7 93.9 96.0 97.8
3 96.2 87.8 100 99.5
4 97.2 94.7 100 98.2
5 97.8 96.4 100 98.2
6 98.8 98.2 100 98.9
7 98.1 96.2 100 98.7
8 98.8 95.9 100 99.8
9 98.8 97.2 100 99.3
10 98.4 96.8 100 99.0

Mean 97.8 95.4 99.2 98.7

Table 2: Confusion matrix

The Value of Hierarchical Attention Structure
The hierarchical model (without the attention layers) and the
fully connected structure had lower accuracy levels than the
hierarchical attention model. The hierarchical (no attention)
model had an overall cross-validation accuracy of 97.5%,
slightly lower than the hierarchical attention model. The sen-
sitivity of this model to detect COVID-19 from chest radio-
graphy images was 99.3%, similar to the hierarchical atten-
tion model. The model with a fully connected structure had
the poorest performance among the three models and re-
sulted in an overall cross-validation accuracy of 96.0% when
tested on our dataset. This model had a sensitivity of 93.3%
in detecting COVID-19.

These results highlight the value of our novel hierarchical
structure, which can capture the dependency of all feature
representation blocks (obtained from the VGG-16) in both
horizontal and vertical directions and improve model per-
formance. The attention mechanism in our hierarchical at-
tention model also helps with the interpretability and trans-
parency of the model predictions.



Figure 5: Average attention score for different zones of the lung for each image class

Interpretability
The strengths of AIDCOV are not limited to its superior
sensitivity, specificity, and PPV in detecting COVID-19 and
other infections. To gain deeper insights into how the model
makes its predictions and identify the areas of the lung af-
fected by the infection, we extracted attention scores for
each image. Figure 5 illustrates the areas of the chest radio-
graphy images for each type (COVID-19, other infections,
and normal) that the model paid more attention to based on
the final attention scores averaged over all images of that
type. It can be seen that the model identified signs of SARS-
CoV-2 infection mostly in the lower zone and other infec-
tions around the middle zone of the lung. Since the model
determines the attention scores relatively, the normal radio-
graphy images had the highest attention score on the very top
level corresponding to the upper zone of the lung. In other
words, since the lower and middle zones of the lung con-
tain signs of COVID-19 and other infections and, therefore,
dominate the attention scores for these zones, the normal im-
ages receive lower attention scores for the middle and lower
zones and higher attention scores for the upper zone of the
lung.

Moreover, AIDCOV can identify the specific blocks
within each individual’s chest image that may include sub-
tle signs of infection via the attention scores of both encod-
ing levels (i.e., horizontal and vertical). To better illustrate
the model’s interpretability, we included the chest images of
three patients with COVID-19 in Figure 6 and provided at-
tention scores for each zone of the lung and each block of
the image. Given that there are five zones in each image,
we highlighted the zones that received an attention score of
0.2 or higher. Then, within those zones, we highlighted the
blocks that received an attention score greater than or equal
to 0.2.

In Figure 6, the first patient (Panels A and B) was ad-
mitted to the hospital with fever, shortness of breath (dys-
pnea), and low oxygen saturation. Radiological worsening
with changes within the lower lobes was noted on her chest
Xray. Our model correctly gave a higher attention score to
the lower zone of the lung and identified the specific areas
of the lower zone that demonstrated signs of SARS-CoV-2
infection.

The second patient (Panels C and D) in Figure 6 came
to the hospital with suspected pneumonia. The radiographic

investigation indicated abnormalities in the middle part of
the right lung. As seen in Figure 6.C and 6.D, our model
correctly identified these abnormalities in the middle zone
of the right lung. (Note that the right lung appears on the left
side of the radiography image.)

The chest image of the third patient (Panels E and F) in
Figure 6 indicated small consolidation in the right upper lobe
and ground-glass opacities in both lower lobes. Our deep
learning model correctly identified the middle and the lower
zones as the areas with abnormalities (Figure 6.E). It further
pointed to the right lung (that appears on the left side of
Figure 6.F) and the lower zone of both lungs.

Discussion
In this study, we introduced AIDCOV, an artificial intelli-
gence model for detection of COVID-19 from chest radio-
graphy images. The model performs multi-class prediction,
i.e., it labels each image as belonging to a person with either
COVID-19, other infections, or no pneumonia (i.e., normal).
AIDCOV leverages VGG-16 to obtain a low-dimensional
feature representation for each image. It then encodes the
features along the horizontal (width) and vertical (height) di-
rections using a novel two-level hierarchical attention struc-
ture. This allows the model to capture the horizontal and
vertical dependencies of the features, which is ignored in
a fully connected network. The attention mechanism further
helps make the model interpretable and gives transparency
to model predictions.

We trained and tested AIDCOV on publicly available
datasets comprising 5801 chest radiography images. Of
these, 269 samples had COVID-19, 3949 samples had other
viral/bacterial infections, and the remaining 1583 samples
were normal. We demonstrated that the model has an overall
accuracy of 97.8% across the ten folds of cross-validation.
AIDCOV showed excellent sensitivity (99.3%), specificity
(99.98%), and positive predictive value (99.6%), in detect-
ing COVID-19 from chest radiography images.

The high sensitivity and specificity of our model are crit-
ical in practice since a false negative result can lead to not
isolating an individual with COVID-19, which can subse-
quently result in many transmissions from that person to
others, including to the healthcare workers. Transmission
from patients to healthcare workers results in undermining
the healthcare capacity. In China, about 5%, and in Italy,



Figure 6: Attention scores for different zones of the lung (horizontal level) and different blocks of the image for 3 patients with
COVID-19. Signs of COVID-19 were detected in the lower zone for Patient 1 (A-B), middle zone for Patient 2 (C-D), and
lower and middle zones for Patient 3 (E-F).

about 10% of infections were among the healthcare work-
ers (Wang, Zhou, and Liu 2020). Thus, leveraging chest ra-
diographs in hospitals to identify patients with COVID-19
and using appropriate personal protective equipment (PPE)
when providing care to these patients can be beneficial.

The high positive predictive value of AIDCOV implies a
very low rate of false positives. This is also crucial because
false-positive results can put additional burden on the health-
care system due to unnecessary use of scarce resources such
as hospital isolation rooms (e.g., negative pressure rooms)
and PPE for healthcare workers, which could be used for ac-
tual COVID-19 patients. These results indicate that the AID-
COV model can be a reliable tool for detecting COVID-19
from chest radiography images.

To better assess the value of our hierarchical attention
structure, we developed two simpler models. In one model,
we kept the hierarchical structure but removed the attention
mechanism from it. In another model, we replaced the whole
hierarchical attention structure with a fully connected net-
work. The model with a fully connected network had the
poorest performance among the three models and achieved
an accuracy of 96.0%. The hierarchical model without at-
tention had an accuracy of 97.5%, which is only slightly be-
low our hierarchical attention model’s accuracy. However,
the main advantage of including an attention mechanism is
making the model interpretable and providing transparency
to model predictions.

Using an analysis of the attention scores that AIDCOV

gave to COVID-19, other infections, and normal samples,
we demonstrated that the model identified signs of SARS-
CoV-2 infection, on average, in the lower and middle zones
of the lung more frequently. This is consistent with findings
from radiology reports, which indicate that abnormalities
due to SARS-CoV-2 infection are more commonly found
in inferior and middle lobes of the lung, corresponding to
the lower and middle zones of the chest radiography images
(Pan et al. 2020; Zhou et al. 2020; Bernheim et al. 2020;
Zu et al. 2020; Wong et al. 2020). Furthermore, our hier-
archical attention model divides each image into 25 blocks
(5 × 5) and provides the attention score for each block. This
can shed light on particular regions within each radiography
image that may contain subtle signs of infection and makes
the model more transparent and trustable.

Currently, the primary screening tool to detect COVID-
19 is reverse transcription polymerase chain reaction (RT-
PCR), which is a laboratory test to detect viral nucleic acid
(Patel, Jernigan, and others 2020). However, not only the
capacity for RT-PCR testing is limited (both in the U.S. and
in many other countries), but also the result return time can
range between several minutes to hours (World Health Or-
ganization 2020). More importantly, the RT-PCT test has
a sensitivity of around 70%, which can be even lower de-
pending on the assay, type and quality of the specimen,
and the disease stage (Huang et al. 2020; Ai et al. 2020;
Wang et al. 2020a; Kucirka et al. 2020; Guo et al. 2020).
This means that about three in ten individuals with COVID-



19 receive a false-negative test result. In this context, AID-
COV provides an accurate and fast alternative to RT-PCR
testing that can quickly detect COVID-19 from chest radio-
graphy images. Moreover, given that RT-PCR testing kits
are in short supply in many resource-limited settings, us-
ing chest Xray and CT scan images, which are generally
more available around the world, as a screening tool for
COVID-19 may be worth considering. We demonstrated that
our model is a viable alternative to RT-PCR testing, which
can be used to detect and quarantine infected individuals and
stop the spread of the SARS-CoV-2 virus.

A number of other artificial intelligence models to de-
tect COVID-19 from chest radiography images have also
been developed recently. Li et al. developed COVNet, a
neural network model to detect COVID-19 and community-
acquired pneumonia from CT images (Li et al. 2020). COV-
Net demonstrated a sensitivity of 89.8% and a specificity
of 95.8% in detecting COVID-19. It also achieved a sen-
sitivity and specificity of 86.9% and 92.3%, respectively,
in detecting community-acquired pneumonia from CT im-
ages. Wang et al. developed COVID-Net using a deep con-
volutional neural network structure designed for detecting
COVID-19 and other infections from chest X-ray images
(Wang, Lin, and Wong 2020). COVID-Net reports a sen-
sitivity of 91.0% and a positive predictive value (PPV) of
98.9% in detecting COVID-19. The sensitivity and PPV of
COVID-Net in detecting other infections were 94.0% and
91.3%, respectively. Zhang et al. developed a deep learn-
ing model to detect COVID-19 from chest X-ray images
(Zhang et al. 2020). Their model had a sensitivity (speci-
ficity) of 72.0% (98.0%) with a threshold of 0.5 and 96.0%
(70.7%) with a threshold of 0.15. Other studies evaluated a
number of convolutional neural network structures on very
small datasets of chest radiography images and achieved var-
ious accuracy levels (Hemdan, Shouman, and Karar 2020;
Narin, Kaya, and Pamuk 2020). AIDCOV outperforms the
models described above in terms of sensitivity, specificity,
and PPV in detecting COVID-19 and other infections from
chest radiography images.

Our study has a number of limitations and, therefore, our
results should be interpreted with caution. First, as was the
case with the other related studies, our dataset was limited in
size and had only 269 cases with COVID-19. Further valida-
tion on datasets with a larger number of chest radiography
images from patients with COVID-19 would be valuable.
Second, chest Xray images may not show signs of SARS-
CoV-2 infections in the early stages of illness. Abnormali-
ties are more likely to develop over the course of the disease
(Wang et al. 2020b; Simpson et al. 2020). However, some
preliminary data suggest that abnormalities may show in CT
images in the presymptomatic stage and prior to the detec-
tion of viral RNA from upper respiratory specimens (Sut-
ton et al. 2020; Zhao et al. 2020). Our dataset does not in-
clude information on time since symptom onset or the dis-
ease stage at the time the image was taken; thus, we could
not assess our model’s accuracy based on these factors.

In conclusion, AIDCOV demonstrated high sensitiv-
ity, specificity, and positive predictive value in detecting
COVID-19 from chest Xray and CT images. Given that ra-

diography is widely available in many countries around the
world, AIDCOV can be used in conjunction with or in-
stead of RT-PCR testing (e.g., where RT-PCR testing is un-
available) to find individuals infected with the SARS-CoV-2
virus, isolate them, and prevent the spread of COVID-19.
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