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Abstract 

Background 

Diagnostic assessment of ASD requires substantial clinical experience and is particular difficult 

in the context of other disorders with behavioral symptoms in the domain of social interaction 

and communication. Observation measures such as the Autism Diagnostic Observation 

Schedule (ADOS) do not take into account such comorbid and differential disorders. 

Method 

We used a well-characterized clinical sample of individuals (n=1262) that had received detailed 

outpatient evaluation for the presence of an ASD diagnosis (n=481) and covered a range of 

additional differential or overlapping diagnoses, including anxiety related disorders (ANX, 

n=100), ADHD (n=440), and conduct disorder (CD, n=192). We focused on ADOS module 3, 

covering the age range with particular high prevalence of such differential diagnoses. We used 

machine learning (ML) and trained random forest models on ADOS single item scores to predict 

a clinical best estimate diagnosis of ASD in the context of these differential diagnoses (ASD vs. 

ANX, ASD vs. ADHD, ASD vs. CD) and an unspecific model using all available data. We employed 

nested cross-validation for an unbiased estimate of classification performance (ASD vs. non-

ASD). 

Results 

We obtained very good overall sensitivity (0.89-0.94) and specificity (0.87-0.89) for the 

classification of ASD vs. non-ASD. In particular for individuals with less severe symptoms 

(around the ADOS cut-off) our models showed increases of up to 20% in sensitivity or 

specificity. Furthermore, we analyzed item importance profiles of the ANX-, ADHD- and CD-

models in comparison to the unspecific model. These analyses revealed distinct patterns of 

importance for specific ADOS-items with respect to differential diagnoses. 

Conclusion 

Using ML-based diagnostic classification may improve clinical decisions by utilizing the full 

range of information from comprehensive and detailed diagnostic observation such as the 

ADOS. Importantly, this strategy might be of particular relevance for individuals with less severe 

symptoms that typically present a very difficult decision for the clinician.  
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Introduction 

Autism spectrum disorder (ASD) is an umbrella term for a set of highly heterogeneous 

neurodevelopmental conditions. ASD is characterized by specific impairments in social 

interaction and communication and restricted, repetitive behaviors (American Psychiatric 

Association, 2013). The estimated prevalence is  ~1% of the population (Baxter et al., 2015), and 

there is a considerable amount of overlap with other disorders affecting social interaction 

(Gjevik et al., 2011; Hossain et al., 2020; Simonoff et al., 2008; Thom et al., 2020). These 

characteristics call for efficient yet comprehensive and detailed diagnostic procedures. 

Although ASD is of neurobiological etiology, the diagnosis of ASD is based exclusively on 

observable behavioral symptoms. 

Diagnosing ASD is a challenging, time-consuming task and requires a considerable amount of 

clinical expertise and experience. The combination of behavioral observation, anamnestic 

interviews (e.g. Autism Diagnostic Interview – Revised, ADI-R, (Lord et al., 1994)), and additional 

clinical information (e.g., comorbidity, evaluation of differential diagnoses, cognitive abilities, 

and neuropsychological impairment) is considered the diagnostic “gold standard.” The Autism 

Diagnostic Observation Schedule (ADOS-G, ADOS-2, (Lord et al., 2000, 2012; Poustka et al., 

2015; Rühl et al., 2004)) is typically used to assess current behavioral symptoms via a structured 

social interactive encounter with an experienced clinician. It comprises five age-adapted 

modules (from toddlers to young adults), coding schemes, and diagnostic algorithms providing 

a simple cut-off score for ASD. However, the actual diagnosis should always be a best-estimate 

clinical diagnosis, collecting all available information and weighing against other potential 

differential diagnoses. The direct observation of the respective individual is of utmost 

importance for this process not only to asses ASD-specific symptomatology, but also to evaluate 

the behavior in the light of potential differential or comorbid diagnoses. 

Diagnostic decisions in ASD are particularly challenging because difficulties in social interaction 

and communication are common also for a range of other conditions and behaviors including, 

for example, affective and anxiety disorders (Tyson & Cruess, 2012; van Steensel et al., 2013; 

Wittkopf et al., 2021), attention deficit hyperactivity disorder (ADHD, Ros & Graziano, 2018; 

Willis et al., 2019), and conduct disorder (CD, Gilmour et al., 2004; Milledge et al., 2019). 

Furthermore, the prevalence of respective comorbid disorders among individuals with ASD is 

high (Hossain et al., 2020). Thus, it is often difficult to decide whether the symptom profile for a 

specific individual is due to ASD, a differential disorder, or the overlap of both. This decision is 

particularly difficult for children with less severe ASD symptoms (Davidovitch et al., 2015).  
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Recent work has explored the potential of machine learning (ML) methods to support 

diagnostic procedures (see Hyde et al., 2019  for a review). Most of these studies aimed at 

streamlining the diagnostic procedures for ASD by identifying a reduced set of most 

discriminative items from clinician-coded examinations such as ADOS-2 and ADI-R (Bone et al., 

2015, 2016; Duda et al., 2014; Duda, Daniels, et al., 2016; Kamp-Becker, n.d.; Kosmicki et al., 

2015; Küpper et al., 2020; Levy et al., 2017; Stroth, n.d.; Wall, Dally, et al., 2012; Wall, Kosmicki, 

et al., 2012; Wittkopf et al., 2021, see Bone et al., 2015 for a critical review). ML models built 

upon such selected items often retain or even exceed the diagnostic accuracy of the original 

ADOS-2 algorithm. Identifying subsets of items can be the first step towards future 

developments of time-efficient and sensitive screening instruments (Duda, Daniels, et al., 2016; 

Kamp-Becker et al., 2017; Omar et al., 2019; Thabtah et al., 2019). However, it is an open 

question whether such shortened procedures would provide enough specificity in the light of 

differential diagnostic decisions (Bone et al., 2015). Recent prospective studies aimed to 

validate shortened parent interviews are promising (Duda, Daniels, et al., 2016), but the results 

for shortened observation-based approaches (Abbas et al., 2018; Fusaro et al., 2014; Tariq et 

al., 2018) are mixed.  

We suggest a complementary approach that aims to exploit the information given by the entire 

coding scheme of the ADOS to maximize classification accuracy in the light of specific 

comorbidity patterns and differential diagnosis. In clinical practice, considering further 

information (e.g. clinical symptoms of anxiety or externalizing behaviors, IQ) is essential for 

differential diagnosis and needs to be combined with direct structured observation. This 

strategy yields additional information beyond the ADOS cut-off score: For example, atypical eye 

contact or less initiative during social interaction can be weighed differently for obviously 

anxious individuals, whereas talkative behavior or a lack of empathic responding has different 

implications for individuals with pronounced externalizing behaviors. However, the standard 

ADOS algorithm does not take such considerations into account. Providing specific diagnostic 

algorithms for respective contexts of differential diagnosis would be an essential step in clinical 

practice and likely increase the overall quality of ASD-specific assessment.  

Thus, the present study aimed, for the first time, at using ML methods to train optimized 

models for ASD diagnosis in the light of specific differential diagnoses (i.e. anxiety, ADHD, and 

CD). Furthermore, we sought to identify those items of the ADOS which are particular 

important in the context of such specific models. We focused on ADOS module 3 because the 

age group covered represents a particular challenge: First, individuals seeking ASD-specific 

diagnostic service at this age tend to have lower ASD symptoms than those with earlier 

diagnostic visits (Davidovitch et al., 2015), thus, a higher proportion of “high-functioning” 

individuals. Second, the onset of comorbid diagnoses such as anxiety related disorders, ADHD, 

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted October 28, 2021. ; https://doi.org/10.1101/2021.10.27.21265329doi: medRxiv preprint 

https://doi.org/10.1101/2021.10.27.21265329
http://creativecommons.org/licenses/by-nc-nd/4.0/


Schulte-Rüther et al.      Improving ASD diagnostics in the light of other disorders 

and CD is most prevalent at this age range (Hossain et al., 2020), often resulting in decreased 

specificity of current diagnostic procedures (Kamp-Becker et al., 2018). We tested i) whether 

our specific models improve sensitivity and specificity of classification in comparison to the 

ADOS-2 algorithm, and ii) whether this would be particular pronounced for those individuals 

with less severe symptoms of ASD. Furthermore, iii) we tested whether item importance 

profiles of the specific models would reveal those ADOS-items which are particular relevant for 

the differential diagnostic decision of ASD versus anxiety, ADHD, or conduct disorder.  

Materials and methods 

Dataset and preprocessing 

Data collection. We used item-level data of the Autism Diagnostic Observation Schedule 

(ADOS-G/ADOS-2) module 3 (Poustka et al., 2015; Rühl et al., 2004), representing a subsample 

of data from a German data repository (ASD-Net, Kamp-Becker et al., 2017). All participants 

visited a specialized outpatient clinic for ASD. A clinical best-estimate diagnosis of ASD was 

either confirmed or excluded following established guidelines of “gold standard” diagnostic 

evaluation of ASD (AWMF, 2016; Falkmer et al., 2013). Experienced clinicians with continuous 

ADOS coding experience performed the coding of all items. Across the sample, we used the 

ADOS-2 algorithm of module 3. The ADOS-2 algorithm for module 3 is a summed score of a 

subset of items (cut-off for autism spectrum: 7 or higher, cut-off for autism: 9 or higher). In the 

following analyses, we used the age-adapted calibrated severity scores, to account for potential 

age effects across the sample (corresponding cut-offs: 4[autism spectrum], 6[autism]).  

Missing data. Individuals with more than 50% missing data within the database (n=12) were 

discarded. The remaining sample had 1.01% missing data across all cells. 92.1% of individuals 

had no missing data at all.  

Sample description. The dataset comprised 1262 participants (mean age: 10.06 +- 2.73SD), of 

which 481 received an ASD diagnosis. Participants received additional ICD10 F-diagnoses such 

as ADHD (Attention Deficit Hyperactivity Disorder, n=440), CD (conduct disorder, n=192), and 

anxiety related disorders (ANX, n=100). Some individuals had not received either of the 

diagnostic labels ADHD, ANX, or CD but a different ICD-F diagnosis (OTHER, n=253). These 

diagnoses were partly overlapping with an ASD diagnosis and with each other. Some individuals 

did not receive a diagnosis of ASD but had no further assessment to secure a differential ICD-F 

diagnosis (NONE, n=211). For further details on the exact diagnoses and amount of overlap, see 

Figure 1 and Table 1. 
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<Figure 1 about here> 

<Table 1 about here> 

Classification models 

Model features. 28 items of the ADOS module 3 were used as predictors (item Amount of 

Social Overtures/ Maintenance of Attention to Examiner of ADOS-2 was excluded because it is 

only used in ADOS-2 and not in ADOS-G), and the ASD best estimate clinical diagnosis was the 

target for classification. We used item codes representing an ordinal scale from 0 (no evidence 

for this type of behavior) to 3 (strong evidence for this type of behavior) and discarded 

additional categorical codes (e.g. “missing data”, “not applicable”, “other abnormal behavior”). 

Random forest models. We trained random forest models, as implemented in the ranger 

package (Wright & Ziegler, 2017), since these provide excellent accuracies for disease 

prediction from health data when comparing multiple supervised learning algorithms (Uddin et 

al., 2019). Random forest models typically yield good results with modest parameter tuning and 

are pretty robust against overfitting. Furthermore, they include a straightforward 

implementation of permutation-based item importance (Breiman, 2001).  

Types of models. We used binary classification of ASD vs. non-ASD to train four different sets of 

models. All models used the full n=481 participants with ASD, but differed with respect to the 

non-ASD category (ANX-models: Non-ASD[ANX] n= 93, ADHD-models: Non-ASD[ADHD] n=343, 

CD-models: non-ASD[CD] n= 177, unspecific models: Non-ASD[ANX/ADHD/CD/OTHER/NONE] 

n= 781). We used this strategy rather than a multilabel classifier, because the ADOS-items are 

not designed to classify ANX, ADHD, and CD explicitly against each other. Furthermore, we were 

particularly interested in item importance profiles in the context of specific differential 

diagnosis. See Table 2 for the characteristics of the ASD and non-ASD samples of each of these 

models. 

<Table 2 about here> 

Model training and cross-validation. The machine learning pipeline was implemented in 

tidymodels (Kuhn, Max, 2020) for R (R Core Team, 2020). For a complete list of used modules 

and versions see the Supplementary Methods. We employed a strict nested cross-validation 

approach to provide an unbiased estimation of model performance and safeguard against 

overfitting (Cawley & Talbot, 2010; Vabalas et al., 2019). Although computationally expansive, 

this strategy results in an unbiased estimation of the model performance and its 

hyperparameter search.   

We used 5-fold repeated cross-validation (r=10) for model evaluation (the outer fold of the 
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nested cross-validation approach), resulting in 50 evaluation models for each type of model 

(ANX, CD, ADHD, unspecific). Evaluation was performed on 20% of the respective sample, i.e. 

independent of the 80% training data for each respective model, by calculating area under the 

curve of the receiver-operant characteristic (AUC), specificity, and sensitivity (subsequently 

averaged across models). For training, parameters were optimized using five-fold repeated 

cross-validation (r=5) on just the respective training data for each of the 50 models by splitting 

these again into test and training sets (the inner fold of the nested cross-validation approach). 

Bayesian tuning was performed to determine the parameter combinations with the best results 

(see Supplementary Methods for details). We tuned m_try (number of variables to split at each 

node), min_n (minimal node size), and trees (number of trees); all other parameters were left 

at default values. AUC was used as the criterion to evaluate model performance and for 

optimizing. Subsequently, the mean (across the 25 inner folds) of the respective best 

combination of parameters for each tuning cycle was used for fitting the respective outer 

model. We used stratification (based on the outcome variable) to split into training and test 

sets (inner and outer folds). Removing of zero-variance predictors and imputation of missing 

values (bagged-tree imputation) was preformed separately for each iteration of parameter 

optimization and model evaluation to prevent information leakage. 

Evaluation metrics. For model evaluation, the respective ROC curve for each outer model was 

used to define optimal cut-points. An iterative algorithm determined the cut-point, which 

maximized the Youden index (sensitivity+specificity-1), providing an unbiased estimate of 

model performance in the light of differing ratios of ASD vs. non-ASD across the different 

models. These optimal cut-points were used to calculate sensitivity, and specificity for each 

model. To provide an additional evaluation for those individuals who pose the greatest 

challenge to the clinician, we re-calculated model metrics for individuals with less severe 

symptoms (i.e. including only those participants with calibrated severity scores of 2-5), but 

using the same cut-points as derived from the complete sample. Metrics for the Standard ADOS 

score (for both the total sample and the subset sample) were also computed, averaged across 

folds, and compared against our new ANX, CD, ADHD, and unspecific models using 2-sample t-

tests. For further analyses on model specificity see Supplementary Methods and Figure S3 

Item importance comparisons between models. Permutation-based item importance gives an 

estimate of how much the model's performance (here: AUC-metric) decreases when the item is 

permuted randomly. It includes the gain in classification accuracy by this specific item and the 

gain with respect to its interaction with all other items. To compare across models, we 

normalized the values by dividing the item importance value for a specific item by the sum of 

importance values across all items, separately for each model. Then, normalized item 

importance values for each item were aggregated across folds by calculating the median and a 
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rank-based confidence interval. We tested for the specificity of item importance profiles for the 

specific models [ANX, CD, and ADHD] against the unspecific model using Mann-Whitney Tests 

for each item.  

Deployment of final model as an app. For demonstration purposes, we then created four final 

models (ANX, CD, ADHD, unspecific) using all available data and trained respective random 

forest models, using 5-fold repeated cross-validation (r=5), Bayesian tuning for parameter 

optimization, and subsequent averaging of best-performing parameter combinations. We 

created a web app (https://msrlab.shinyapps.io/ml_beta_app_v3/) that would allow for easy 

implementation and usage of these models in a clinical setting and can be used for further 

evaluation of this approach. See Supplementary Methods and Figure S4 for more details.  

Results 

Model evaluation 

We observed significantly better performance for the new models in comparison to the ADOS-2 

algorithm. In particular, the models performed better for those participants with lower ADOS 

severity levels (see Figure 2, Supplementary Figure S2 for the respective ROC curves). For all 

models, AUC was higher for the random forest model than for the ADOS algorithm (all T>5.64, 

p<.0001, increases of 3-6%). For the full samples (including all severity levels), sensitivity in 

comparison to the classic ADOS score was higher for the CD (T=6.14, p<0.0001, increase of 5%), 

and ADHD (all T = 7.32, p< 0.0001, increase of 6%) models, and comparable for the ANX model 

(T = -0.371, p=0.712, increase of 1%). In contrast, specificity was considerably higher for the 

ANX model (T=9.96, p<0.0001, increase of ~12%), and (albeit to a lesser extent) also higher for 

the CD (T=3.77, p<0.001, increase of 3%) and ADHD models (T=2.48, p<.05, increase of 2%). The 

random forest models performed considerably better for those individuals with less severity 

(i.e., ADOS severity levels 2-5) in terms of AUC (T>7.45, p<0.0001, increases of 10-16%), and 

both with respect to sensitivity (all T >2.84, p<.01) and specificity (all T >3.04, p<.005).  The 

increase in specificity for this subsample was particularly strong for the ANX model (+19%) and 

less for the CD (+6%) and ADHD models (+5%), whereas the increase in sensitivity was 

particularly strong for the CD (+20%) and ADHD models(+21%) and less strong for the ANX 

models (+9%). 

<Figure 2 about here> 
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Item importance 

Comparing ANX, CD, and ADHD models with the unspecific models for all participants, we could 

observe unique patterns of item importance (see Figure 3 for profile plots and Figure 4 for 

difference plots). The item profiles were pretty stable across evaluation model folds, with 

significant differences for most items (multiple Mann-Whitney tests) in comparison to the 

profile for the unspecific models (p<0.05 Bonferroni-corrected for multiple comparisons, CD 

models: items SPAB, IECHO, STER, ASK, REPT, DGES, EXPE, LLNC, ENJ, INS, QSOV, QSR, ARSC, 

OQR, SINT, XINT, ANX; ADHD models: items SPAB, STER, OINF,  REPT, CONV, EYE, EXPE, LLNC, 

INS, QSOV, QSR, ARSC, OQR, IMAG, SINT, RITL, OACT, ANX; ANX model: items SPAB, IECHO, 

STER, OINF, REPT, CONV, DGES,  EYE, EXPE, LLNC, EMO, QSOV, QSR, ARSC, OQR, SINT, MAN, INJ, 

OACT, TAN, ANX. For a visualization of raw item ratings separately for each diagnostic group see 

Supplementary Figure S1. 

<Figure 3 about here> 

Discussion 

In this study, we aimed to train optimized ADOS-based models for ASD classification in the light 

of typical differential diagnoses using machine learning methods. We demonstrate improved 

sensitivity and specificity in comparison to the ADOS algorithm, in particular for individuals with 

less severe symptoms. Furthermore, we could reveal specific item importance profiles for the 

classification of ASD against anxiety related disorders, ADHD, and CD, respectively.  

Improved diagnostic accuracy 

Model performance 

Most previous ML approaches suffer from small, insufficiently characterized samples of non-

ASD individuals or a lack of availability of clinical best estimate diagnoses for all individuals 

(Bone et al., 2015; Duda et al., 2014; Kosmicki et al., 2015; Levy et al., 2017; Wall, Dally, et al., 

2012; Wall, Kosmicki, et al., 2012). Within our well-characterized clinical sample, our ML-

models showed very good performance to classify ASD (0.94-0.96 AUC, 0.89-0.94 sensitivity, 

0.87-0.89 specificity, better than the ADOS-2 algorithm). Such findings indicate that ML is a 

promising tool to improve existing instruments for ASD diagnosis (Hyde et al., 2019) in a typical 

clinical population. The resulting models show comparable or better performance in 

comparison to other studies with much smaller samples of available clinical best-estimate 

diagnosis (e.g., Duda et al., 2014). Note, other studies reporting higher accuracies typically use 

the ADOS score and not the clinical diagnosis as their classification target, or a mixture of both. 
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(e.g., Kosmicki et al., 2015; Levy et al., 2017) which may inflate performance measures (Bone et 

al., 2015).  

Previous studies mainly focused on identifying subsets of ADOS-items (Duda et al., 2014; Duda, 

Daniels, et al., 2016; Duda et al., 2017; Küpper et al., 2020; Wall, Dally, et al., 2012; Wall, 

Kosmicki, et al., 2012) to streamline the time-consuming diagnostic process. This is a valid and 

important approach since waiting times for a diagnostic appointment directly translate into 

delays for the delivery of efficient behavioral therapy. However, the sensitivity and specificity of 

such shortened instruments need to be ascertained anew since the validity of ADOS-based 

ratings outside of a complete ADOS examination cannot be assumed (Bone et al., 2015). 

Furthermore, despite the availability of an efficient screening instrument, detailed, observation-

based assessment of the individual is still needed to evaluate the full range of behavioral 

symptoms. Our results demonstrate that improved algorithms can increase sensitivity and 

specificity of the ADOS assessment, particularly for children and adolescents who present at 

diagnostic assessment at an older age. This group is more likely to have less severe ASD 

symptoms (Davidovitch et al., 2015), often mixed with or masked by comorbid symptoms 

(Frenette et al., 2013), and respective diagnostic decisions can be challenging. Precisely for 

these individuals, our approach of optimized models for specific differential diagnoses may 

better support such difficult clinical decisions.  

ASD classification in the context of differential diagnoses 

Optimized classification algorithms in the context of differential diagnoses can be helpful in 

clinical practice because other available clinical information (such as clinical anxiety symptoms 

or externalizing symptoms) often suggests such alternative diagnostic decisions. Respective 

systematic ML approaches are scarce, to date (but see Duda et al., 2017; Duda, Ma, et al., 2016, 

for ASD vs. ADHD, and Wittkopf et al., 2021 for ASD vs. mood and anxiety disorders). This might 

be due to a lack of curated databases of ADOS data which provide at the same time sufficient 

detail with respect to diagnostic categories other than ASD. The ASD-net (Kamp-Becker et al., 

2017) database is unique in this respect by providing a sizeable clinical population with a range 

of recorded comorbid and differential diagnoses. Here, we could demonstrate, for the first 

time, the feasibility of constructing optimized models of ASD-classification for specific 

differential diagnoses. Importantly, the increase in classification performance was particularly 

strong for individuals that typically present a difficult decision for the clinician, i.e., individuals 

with lower severity around the ADOS cut-off (up to 20% increase of specificity or sensitivity). 

Interestingly, the model with the anxiety group showed the largest increase in specificity for an 

ASD diagnosis, whereas the improvement for the models with the CD and ADHD samples was 

more related to increased sensitivity. This finding resonates well with other studies 
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demonstrating lower specificity of the ADOS for Mood and Anxiety disorders (Wittkopf et al., 

2021) and a high amount of symptom overlap (Hartley & Sikora, 2009; Tyson & Cruess, 2012; 

van Steensel et al., 2013). Thus, several individuals with anxiety-related disorders may be 

misclassified as having ASD when relying too much on the ADOS-cut off scores of module 3. 

Furthermore, the sensitivity of the ADOS appears to be particularly low for individuals with less 

severe ASD symptoms in the context of a potential differential diagnosis of CD or ADHD 

(Grzadzinski et al., 2016; Hartley & Sikora, 2009). Our results demonstrate that optimized 

classification models can result in substantial improvements of diagnostic accuracy, which may 

directly translate into improved clinical care.  

Specific item importance profiles 

Our analyses reveal specific item importance profiles of the ADOS with respect to common 

differential diagnoses of ASD. In comparison to other approaches comparing single items for 

their potential to distinguish groups (e.g. (Grzadzinski et al., 2011, 2016) for ADHD), these item 

importance values reflect the total gain of information which may help in distinguishing the 

diagnostic groups, including non-linear interactions between item ratings. Thus, for example, 

when anxiety is high, a diagnosis of ASD might not always be correct despite high scores on 

other symptom areas (e.g., eye contact). On the other hand, when hyperactivity is high, 

excessive talking and missing reciprocity during a conversation might be weighed differently 

than for less active individuals.  In clinical practice, this is precisely what experienced clinicians 

do when evaluating ADOS results against other behavioral symptoms to arrive at a diagnostic 

decision (often irrespective of the overall ADOS score). Thus, for example, the increase of the 

importance value of the anxiety item for the ANX model (5
th

 rank in item importance, in 

comparison to 23rd rank in the unspecific model) might reflect similar tweaks of the decision 

trees that compose the respective model and ultimately improve the classification.  

ANX-model item importance profile 

The ANX models had the largest deviations in item importance as compared to the unspecific 

models. Several items, many of these related to taking the initiative during direct social 

interaction, such as Amount of Reciprocal Social Communication, Quality of Social Overtures, 

Conversation, Unusual Eye Contact, were less important for the classification of ASD, along with 

Speech Abnormalities Associated with Autism and Quality of Social Responses. Other items, 

such as Stereotyped/Ideosyncratic Use of Words or Phrases, Insight into Typical Social 

Situations and Relationships, and Anxiety, seemed more important for the classification. To a 

lesser degree, items such as Comments on Others’ Emotions/Empathy, Shared Enjoyment in 

Interaction, Reporting of Events, and Asks for Information were also more important for the 

classification. Interestingly, the item Stereotyped/Ideosyncratic Use of Words or Phrases from 
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the RBB domain was the item with the highest importance for the ANX vs. ASD model (see also 

(Wittkopf et al., 2021). The RBB domain might be particularly important for the distinction 

between ASD and anxiety disorders. Other items in this domain (D1-4) were not among those 

with the highest item importance, but this is in line with the results from the unspecific model 

and is also compatible with the clinical experience that RBB behavior (as reflected in D-items) is 

more difficult to observe in ADOS modules 3 and 4.     

ADHD-model item importance profile 

The item importance profile for the ADHD models revealed lower importance for the items 

Stereotyped/Idiosyncratic Use of Words or Phrases, Insight into Typical Social Situations and 

Relationships, Anxiety, and Reporting of Events, but higher importance for Conversation, Offers 

Information, Quality of Social Response, Overactivity, and Language Production and Linked 

Nonverbal Communication. In contrast, (Grzadzinski et al., 2016) report five items that 

discriminate best between ADHD and ASD (according to their definition, i.e., that the item is 

endorsed in >66 % of the ASD group and <33 % of the ADHD group): Quality of Social Overtures, 

Amount of Reciprocal Social Communication, Unusual Eye Contact, Facial Expressions Directed 

to Examiner, and Stereotyped/Idiosyncratic Use of Words or Phrases. Although we could 

replicate this result, i.e. four of these items were among the top 6 items for the ASD vs. ADHD 

model, our results reveal additionally that this is not necessarily specific to ADHD. Similar items 

were among those with the highest importance for the unspecific model. In the specific ADHD 

model, the importance scores of these items were either in the same range or even lower. 

CD-model item importance profile 

The profile for the CD-models revealed slight decreases in item importance for Insight into 

Typical Social Situations and Relationships, which is in line with the observation of reduced 

adherence and understanding of social norms and rules in CD. Furthermore, item importance 

was lower for Speech Abnormalities Associated With Autism (including prosody), Facial 

Expression Directed to Examiner, Asks for information, and Amount of Reciprocal Social 

Communication.  This finding may be associated with observations of decreased emotional 

empathy and disturbed affective responsiveness in some individuals with CD, in particular those 

individuals with high callous-unemotional traits. (Klapwijk et al., 2016; Schwenck et al., 2011; 

von Polier et al., 2020). These characteristics may translate into lower differentiability for 

respective associated items in the ADOS. Slight increases of item importance could be observed 

for Quality of Social Overtures, Stereotyped/ Idiosyncratic Use of Words or Phrases, Descriptive, 

Conventional, Instrumental, or Informational Gestures, and Quality of Social Response, 

potentially suggesting stronger differences in behavioral symptoms related to these items for 

individuals with CD in comparison to ASD. 
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To summarize, we could reveal differential item importance profiles for ML-based classification 

based on the ADOS. Future optimized models that draw on an even larger number of 

individuals, including more fine-grained differential diagnostic groups, could be beneficial to 

support clinical decisions and better characterize differential profiles of symptom clusters for 

each potential differential diagnosis.  

Limitations 

The approach presented here is limited to the classification of ASD vs. non-ASD. Since the 

model builds on an ASD-specific observation instrument, it is not possible to confirm a 

differential or comorbid diagnosis of ADHD, an anxiety disorder, or CD using these models. 

Future studies could extend the approach by incorporating a standardized battery of specific 

diagnostic instruments for a range of diagnostic categories and test whether differential 

diagnostic decisions can be enhanced by using, for example, multi-label classification 

approaches. Furthermore, it could be beneficial to include ADI-R items into the models to 

further enhance diagnostic accuracy. The models currently only allow for the consideration of 

one specific comorbid/differential diagnosis (i.e. ANX, ADHD, or CD) to improve the ASD 

diagnosis. With higher sample sizes it would also be possible to distinguish between groups 

with multiple comorbid diagnoses and to include further characteristics and potentially 

confounding factors such as sex and age. Lastly, it should be noted that at this stage the models 

depend on the quality of the ADOS instrument and require highly trained raters as an 

intermediate step. 

Future directions 

Technological obstacles often hinder translation of ML methods into clinical practice, i.e., 

distribution of a trained machine learning model available for general use is more difficult than 

publishing a simple algorithm based on summed items. To advance clinical care and diagnostic 

accuracy in the upcoming era of personalized medicine, it is essential not only to create large 

databases and optimized diagnostic algorithms but also to make these available for use in 

clinical practice. Our app (https://msrlab.shinyapps.io/ml_beta_app_v3/) demonstrates the 

potential of ML approaches to advance diagnostic decisions in today’s clinical care for ASD. It is 

intended for research purposes only and should not be used for diagnostic evaluation but 

provides the opportunity for distributed data collection to evaluate the usability of this or other 

ML models for clinical practice. 

The advantage of clinician rating scales, as used in the ADOS, is that they represent a 

condensed clinical evaluation of specific dimensions across a broad range of observable 

behaviors. However, the validity of ratings depends on the clinical expertise and experience of 
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the observer (Kamp-Becker et al., 2018). More quantifiable indices of behavior derived from an 

ADOS-like examination would be desirable to allow for a more precise and observer-

independent assessment. Future developments should incorporate quantifiable assessments of 

eye gaze (Chong et al., 2019; Hartz et al., 2021), facial expression (Drimalla et al., 2020), motion 

(Budman et al., 2019), or even neural assessment during social interaction (Kruppa et al., 2020). 

However, it is unlikely that machine learning approaches will succeed in directly relating the 

basic building blocks of interactive social behavior to a clinical diagnosis of a heterogeneous 

disorder such as ASD. A more holistic approach is necessary(Roessner et al., 2021), including 

intermediate steps: Future studies could aim to set up generative models that describe how 

quantifiable behavioral indices translate into clinician symptom ratings, and in a second step, 

relate these to the diagnostic classification. Similar to advances in neuromodeling (Frässle et al., 

2018) this approach could use the powerful technique of generative embedding (Shawe-Taylor 

& Cristianini, 2004) to improve the diagnostic algorithm. Our approach is compatible with such 

considerations and may encourage further research into this direction. 

To conclude, using ML in diagnostic procedures could be an excellent strategy for improving 

clinical decisions by utilizing the full range of information from comprehensive and detailed 

diagnostic observation.  
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Key points 

• The diagnosis of autism spectrum disorder in children is particularly challenging in the 

context of other disorders with behavioral symptoms affecting social interaction. 

Observation instruments (e.g. ADOS-2) do not take into account such comorbid and 

differential disorders. 

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted October 28, 2021. ; https://doi.org/10.1101/2021.10.27.21265329doi: medRxiv preprint 

https://doi.org/10.1101/2021.10.27.21265329
http://creativecommons.org/licenses/by-nc-nd/4.0/


Schulte-Rüther et al.      Improving ASD diagnostics in the light of other disorders 

• We trained specific machine learning models based on ADOS-2 items for the 

classification of ASD versus other disorders. 

• We found increased diagnostic accuracy for our specific models, in particular for those 

patients with less severe ASD symptoms for whom the clinical diagnostic decision is 

particularly difficult. 

• Optimized diagnostic classifier may improve clinical decisions by utilizing the full range 

of information from comprehensive and detailed diagnostic observation and provide 

insights into those behavioral symptoms which are particular relevant for differential 

diagnostic decisions. 
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Tables 

 

Diagnosis  group n 

F40 Phobic anxiety disorders ANX 7 

F41 Other anxiety disorders ANX 4 

F42 Obsessive-compulsive disorder ANX 15 

F93.[0-2] Emotional disorders with onset specific to childhood 

[separation anxiety, social anxiety, phobic anxiety] 

ANX 40 

F91 Conduct disorders CD 47 

F92 Mixed disorders of conduct and emotion CD 35 

F90 Attention deficit hyperactivity disorder ADHD 440 

 mixed   

F90.1 Hyperkinetic conduct disorder ADHD, CD 102 

F92.8 Other mixed disorders of conduct and emotions ANX, CD 34 

Table 1. ICD-10 diagnoses related to ADHD, CD, and ANX within the full sample 
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model n Age 

(mean ± SD) 

Wilcoxon-

Test (p) 

IQ  

(mean ± SD) 

Wilcoxon-

Test (p) 

no IQ 

(n) 

mal

e 

femal

e 

χ2
  male 

/female 

unspecific 

model 

         

 ASD 481 10.3 ± 2.88 0.01102 99.1 ± 17.0 0.4931 74 438 43 p=0.0595 

 Non-ASD 781 9.90 ± 2.62  99.6 ± 18.5  204 683 98  

CD-models          

 ASD 481 10.3 ± 2.88 0.2313 99.1 ± 17.0 0.7238 74 438 43 p=0.5835 

 Non-ASD 177 9.99 ± 2.43  99.4 ± 20.1  44 158 19  

ANX-models          

 ASD 481 10.3 ± 2.88 0.3204 99.1 ± 17.0 0.286 74 438 43 p=0.0120

8 

 Non-ASD 93 10.6 ± 2.31  101 ± 20.4  23 76 17  

ADHD-models          

 ASD 481 10.3 ± 2.88 0.005438 99.1 ± 17.0 0.8565 74 438 43 p=0.6779 

 Non-ASD 343 9.76 ± 2.44  99.2 ± 18.9  80 316 27  

 

Table 2. Sample characteristics for the ASD group and each of the non-ASD groups of the respective specific models (ANX, CD, 

ADHD) 
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Figures 

 

Figure 1. Extent of overlap for diagnostic categories across the sample. For simplicity, the figure only shows overlap across ASD, 

ADHD, ANX, and CD.  
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Figure 2.  Model evaluation metrics of ANX, CD, ADHD, and unspecific models. Mean AUC, sensitivity and specificity is given for 

cross-evaluation results and in comparison to the ADOS-2 algorithm, error bars show the standard error of means. Left panels: 

all available cases, right panels: cases with ADOS severity score 2-5, i.e., around the ADOS cut-off of 4 for an Autism spectrum 

diagnosis.  
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Figure 3. profile plots for ANX, CD, and ADHD models. Red dots and lines indicate the median normalized permutation-based 

item importance values across evaluation folds for the respective models, with bars indicating a 99% rank-based confidence 

interval. The black line indicates the median importance values for the unspecific models, with grey shading indicating a 99% 

rank-based confidence interval. ADOS items are sorted along the y-axis with increasing importance for the unspecific models. 

Verbal description of ADOS-items are slightly abbreviated, for the full labels refer to Supplementary table S1. 
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Figure 4. difference plots of normalized item importance for ANX, CD, and ADHD models, with respect to the unspecific models 

(zero-line). Colored bars indicate the difference to the unspecific models after the respective models' normalized permutation-

based item importance values were determined across evaluation folds. Error bars indicate a 99% rank-based confidence 

interval of the median. The grey shading indicates a 99% rank-based confidence interval for the unspecific models. ADOS items 

are sorted along the y-axis with increasing importance for the unspecific models (see also Figure 3). Verbal description of ADOS-

items are slightly abbreviated, for the full labels refer to Supplementary table S1. 
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