Prediction of Post-Operative Delirium in Older Adults from Preoperative Cognition and Alpha Power from Resting-State EEG

Authors: Matthew Ninga,1, Andrei Rodionovab,1, Jessica M. Rossab,1, Recep A. Ozdemirc,1, Maja Burcha, Shu Jing Liang, David Alsopb,1, Michele Cavallarib,1, Bradford C. Dickersonb,1, Tamara G. Fongc,1, Richard N. Jones,1, Towia A. Libermannc,1, Edward R. Marcantonioid,1, Emiliano Santarneccia,1, Eva M. Schmitt,1, Alexandra Tourougloob,1, Thomas G. Travisonc,1, Leah Ackerc,1, Melody Reesec,1, Haoqi Sunf,1, Brandon Westoverf,1, Miles Bergerf,1,1, Alvaro Pascual-Leonef,g,j,1, Sharon K. Inouye1,1, and Mouhsin M. Shafi1,1,1 for the SAGES II Study Group and the INTUIT/PRIME Study Groups

a Berenson-Allen Center for Noninvasive Brain Stimulation, Beth Israel Deaconess Medical Center, Boston, MA, USA
b BioMag Laboratory, HUS Medical Imaging Center, Helsinki University Hospital, Helsinki, Finland
c Faculty of Educational Sciences, University of Helsinki, University of Helsinki, Finland
d Veterans Affairs Palo Alto Healthcare System, and the Sierra Pacific Mental Illness, Research, Education, and Clinical Center, Palo Alto, CA, USA
e Department of Psychiatry and Behavioral Sciences, Stanford Medical School, Stanford, CA, USA
f Department of Neurology, Beth Israel Deaconess Medical Center, Boston, MA, USA
g Harvard Medical School, Boston, MA, USA
h Department of Radiology, Beth Israel Deaconess Medical Center, Boston, MA, USA
i Center for Neurological Imaging, Department of Radiology, Brigham and Women’s Hospital, Boston, MA, USA
j Department of Neuroscience, Massachusetts General Hospital, Boston, MA, USA
k Hinda and Arthur Marcus Institute for Aging Research, Hebrew SeniorLife, Boston, MA, USA
l Division of General Medicine and Gerontology, Department of Medicine, Beth Israel Deaconess Medical Center, Boston, MA, USA
m Department of Neurology, Beth Israel Deaconess Medical Center, Boston, MA, USA
n Divisions of General Medicine and Gerontology, Department of Medicine, Beth Israel Deaconess Medical Center, Boston, MA, USA

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.
Abstract:
Postoperative Delirium (POD) is the most common complication following surgery among older adults, and has been consistently associated with increased mortality and morbidity, cognitive decline, and loss of independence, as well as markedly increased health-care costs. The development of new tools to identify individuals at high risk for POD could guide clinical decision-making and enable targeted interventions to potentially decrease delirium incidence and POD-related complications. In this study, we used machine learning techniques to evaluate whether baseline (pre-operative) cognitive function and resting-state electroencephalography could be used to identify patients at risk for POD. Pre-operative resting-state EEGs and the Montreal Cognitive Assessment (MoCA) were collected from 85 patients (age = 73 ± 6.4 years) undergoing elective surgery, 12 of whom subsequently developed POD. The model with the highest f1-score for predicting delirium, a linear-discriminant analysis (LDA) model incorporating MoCA scores and occipital alpha-band EEG features, was subsequently validated in an independent, prospective cohort of 51 older adults (age ≥ 60) undergoing elective surgery, 6 of whom developed POD. The LDA-based model, with a total of 7 features, was able to predict POD with area under the receiver operating characteristic curve, specificity and accuracy all >90%, and sensitivity > 80%, in the validation cohort. Notably, models incorporating both resting-state EEG and MoCA scores outperformed those including either EEG or MoCA alone. While requiring prospective validation in larger cohorts, these results suggest that prediction of POD with high accuracy may be feasible in clinical settings using simple and widely available clinical tools.

Highlights:
- Predict postoperative delirium using pre-operative EEG alpha power and MoCA scores.
- Prediction performance improves over cognitive assessment alone.
- ROC-AUC, specificity, accuracy >90%, and sensitivity > 80%, in a validation cohort.
- Abnormalities in baseline EEG are a risk factor for postoperative delirium.
Introduction:
Delirium is a complex neuropsychiatric syndrome that is characterized by an acute, fluctuating disturbance in attention, level of consciousness, and cognition\(^1\). Post-operative delirium (POD) is a common complication in older adults after surgery, occurring in 19-32\% of patients\(^2\), and is associated with longer intensive care unit and hospital stay, increased post-discharge institutionalization, persistent cognitive decline, and increased short- and long-term mortality\(^3,4,5,6,7\). POD has an estimated annual healthcare cost of over $30 billion in the USA alone\(^8\).

Early and accurate identification of individuals at high risk could enable interventions to reduce the incidence, severity and duration of POD. Such interventions might include a careful evaluation of the risk:benefit ratio for surgery; enabling brain health optimization prior to surgery e.g. via elimination of medications that increase delirium risk or through pre-operative transcranial direct current stimulation\(^9\); modification of intraoperative anesthesia\(^10\), postoperative treatment with acetaminophen\(^11\), and through targeted implementation of more intensive behavioral protocols before and after the surgery (e.g. the ABCDEF Bundle\(^12\), HELP\(^13,14\) and mHELP programs\(^15\), where the latter achieved a 56\% reduction of POD incidence rate within the intervention versus control group). Many studies have shown that pre-operative cognitive impairment is a strong predictor of POD\(^16,17\). Other risk factors include age, history of alcohol abuse, history of smoking, medical comorbidity and pre-existing impairment in activities of daily living\(^18,19\). However, while these risk factors increase delirium risk at the group level, there are limited clinically useful tools to predict delirium at the individual level. Furthermore, despite studies linking abnormalities in cerebral oscillatory activity with delirium\(^20\), the specific mechanisms by which risk factors for delirium are related to the underlying brain dysfunction and subsequent delirium symptoms are still not fully understood.

As originally proposed in Shafi et al 2017\(^21\), we hypothesized a neurophysiological model of delirium. Specifically, in our model, delirium is the result of a breakdown of cognitive functions in individuals with pre-existing impairments in brain connectivity and plasticity exposed to a stressor, such as surgery. EEG is a candidate neuroimaging technology to measure cortical connectivity and physiology. We have found intraoperative EEG metrics associated with baseline cognitive impairment\(^20\) and up to a 4 fold increase in delirium risk\(^22\). We also have found preliminary evidence of association between resting-state EEG (rsEEG) power ratios and POD\(^23\). An independent study on the relationship between preoperative rsEEG and POD showed that a lower median dominant frequency from prefrontal cortex was associated with POD\(^24\). However, both studies were limited to individuals without pre-operative cognitive impairments.

Based on our conceptual model of delirium\(^21\) and the studies described above, we hypothesized that machine learning techniques applied to preoperative resting-state EEG features and baseline measures of cognitive function can predict individual POD risk with high performance. This hypothesis was tested by developing machine learning models. An initial data exploration across electrodes and frequency bands suggested that occipital alpha power was a promising feature. We subsequently evaluated a range of models utilizing occipital alpha powers and baseline Montreal Cognitive Assessment (MoCA) scores as features in one prospective cohort of 85 older adults age 60+ (of whom 12 developed POD) undergoing elective surgery, and the best-performing model was subsequently validated in a second independent prospective cohort of 51 older adults age 65+ undergoing surgery at another institution, of whom 6 developed POD. We also assessed whether models combining EEG and cognitive function performed better than those using either EEG or cognitive testing alone.
Materials and Method:

Participants:
The dataset from Successful Aging after Elective Surgery renewal (SAGES II, NIH-NIA P01AG031720) study, a prospective observational cohort study of older adults scheduled for major elective non-cardiac surgery, was used for the model selection process. SAGES II here will be referred to as SAGES hereafter for brevity. In that study, 420 participants were enrolled. Inclusion criteria were age ≥ 60 years, English speakers, ability to communicate verbally, scheduled for elective surgery at the following Harvard-affiliated hospitals: Beth Israel Deaconess Medical Center (BIDMC), Brigham and Women’s Hospital (BWH), or Brigham and Women’s Faulkner Hospital (BWFH), and availability for in-person interviews. Exclusion criteria were delirium at baseline, prior hospitalization within 3 months, current hemodialysis or cancer chemotherapy, legal blindness, severe deafness, terminal condition and history of heavy alcohol abuse or withdrawal.

Of the total SAGES cohort of 420 participants, a subgroup (n=92), meeting additional criteria (Supplementary material), participated in the EEG study. Of these, two (2.2%) participants were dropped from the EEG study due to a surgery cancellation. The remaining 90 participants (age = 72.5±6.3, range 65-93; 33 males, 57 females) were included in the study sample. Five participants were excluded due to low EEG data quality. Thus, 85 participants remain available for the data analysis. Of these, 12 participants (14% of the analysis sample) developed delirium. Demographic and clinical information for the analytic sample is presented in Table 1 (see Supplementary Table S1 for the excluded cohort).

Written informed consent for study participation was obtained from all participants according to procedures approved by the institutional review boards of Beth Israel Deaconess Medical Center, Brigham and Women’s Hospital, and the Brigham and Women’s Faulkner Hospital — the study hospitals, and Hebrew SeniorLife — the study coordinating center, all located in Boston, Massachusetts.

<table>
<thead>
<tr>
<th></th>
<th>Full sample (n=85)</th>
<th>Delirium (n=12)</th>
<th>No Delirium (n=73)</th>
<th>p-value (t-statistic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean year (SD)</td>
<td>73 (6.4)</td>
<td>75 (9.5)</td>
<td>72 (5.8)</td>
<td>--</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>56 (65.9)</td>
<td>10 (83.3)</td>
<td>46 (63.0)</td>
<td>--</td>
</tr>
<tr>
<td>MoCA, mean score (SD)</td>
<td>26.1 (3.4)</td>
<td>21.8 (5.4)</td>
<td>26.8 (2.4)</td>
<td>2.09e-6 (5.10)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Surgery type, n (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total knee replacement</td>
<td>52 (61.2)</td>
<td>8 (66.7)</td>
<td>44 (60.3)</td>
</tr>
<tr>
<td>Total hip replacement</td>
<td>25 (29.4)</td>
<td>3 (25.0)</td>
<td>22 (30.1)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (9.4)</td>
<td>1 (8.3)</td>
<td>7 (9.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Anesthesia type, n (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Spinal</td>
<td>78 (91.8)</td>
<td>11 (91.7)</td>
<td>67 (91.8)</td>
</tr>
<tr>
<td>General</td>
<td>7 (8.2)</td>
<td>1 (8.3)</td>
<td>6 (8.2)</td>
</tr>
<tr>
<td>General and Spinal</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

Table 1 Demographics of SAGES analysis sample. Two-tailed two-sample t-test was used to compute the p-value only for the MoCA scores.

The other dataset used for model validation is from Investigating Neuroinflammation Underlying Postoperative Cognitive Dysfunction (INTUIT), also a prospective observational cohort study registered on clinicaltrials.gov (NCT03273335). INTUIT enrolled 201 participants undergoing non-cardiac/non-neurologic surgeries lasting ≥ 2 hours with a planned postoperative overnight hospitalization. Inclusion criteria were age ≥ 60 years, English speakers, ability to communicate verbally and scheduled for non-cardiac/non-neurologic surgery at Duke University Medical Center or Duke Regional Hospital, and available for in-person study visits. Unlike SAGES, INTUIT had no exclusion criteria based on
preoperative cognition or delirium status, however, none of the subjects had delirium prior to their scheduled surgery. Exclusion criteria were 1) patients on immunosuppressant (e.g. steroids) or immunomodulatory therapy, chemotherapeutic agents with known cognitive effects, or anticoagulants that would preclude safe lumbar puncture, 2) inmates of correctional facilities, 3) patients who experienced major head trauma or received chemotherapy between the baseline and either postoperative cognitive testing session. A subgroup of INTUIT study participants (n=81) participated in an EEG study funded by the separate PRIME study grant\textsuperscript{27}. 63 out of the 81 INTUIT/PRIME EEG participants wore a 32-channel EEG cap with standard international 10-20 montage (Supplementary Figure S1A). The remaining 15 subjects wore a custom 32-channel EEG cap (Supplementary Figure S1B). Due to the lack of overlapping channels with the standard international 10-20 montage, subjects with the custom EEG montage were excluded from further analysis. 1 participant withdrew from the study. EEG data was unable to be collected from 3 participants and 11 participants’ EEG data was excluded due to poor EEG quality, leaving 51 INTUIT participants with EEG data available for analysis, of whom 6 developed delirium (12\% of the analysis sample). Demographic and clinical information for this 51 patient cohort from the INTUIT/PRIME study is presented in Table 2. Written informed consent was obtained from all participants. The study was approved by Duke University Health System Institutional Review Board.

<table>
<thead>
<tr>
<th>Demographics and clinical information for the MMSE and MoCA</th>
<th>Full sample (n=51)</th>
<th>Delirium (n=6)</th>
<th>No Delirium (n=45)</th>
<th>p-value (t-statistic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean year (SD)</td>
<td>68.3 (5.2)</td>
<td>71.2 (5.7)</td>
<td>68.0 (5.2)</td>
<td>--</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>25 (49.0)</td>
<td>1 (16.7)</td>
<td>24 (53.3)</td>
<td>--</td>
</tr>
<tr>
<td>MMSE, mean score (SD)</td>
<td>27.5 (2.4)</td>
<td>24.0 (2.6)</td>
<td>28.0 (1.9)</td>
<td>4.15e-5 (4.50)</td>
</tr>
<tr>
<td>MoCA Converted, mean score (SD)</td>
<td>23.7 (3.6)</td>
<td>18.5 (3.4)</td>
<td>24.4 (3.0)</td>
<td>8.82e-5 (4.27)</td>
</tr>
<tr>
<td>Surgery type, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total knee replacement</td>
<td>3 (5.9)</td>
<td>0 (0.0)</td>
<td>3 (6.7)</td>
<td>--</td>
</tr>
<tr>
<td>Total hip replacement</td>
<td>1 (2.0)</td>
<td>0 (0.0)</td>
<td>1 (2.2)</td>
<td>--</td>
</tr>
<tr>
<td>Other</td>
<td>47 (92.1)</td>
<td>6 (100.0)</td>
<td>41 (91.1)</td>
<td>--</td>
</tr>
<tr>
<td>Anesthesia type, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>39 (76.5)</td>
<td>4 (66.7)</td>
<td>35 (77.8)</td>
<td>--</td>
</tr>
<tr>
<td>General and Neuraxial Block</td>
<td>8 (15.7)</td>
<td>2 (33.3)</td>
<td>6 (13.3)</td>
<td>--</td>
</tr>
<tr>
<td>MAC/Neuraxial Block</td>
<td>3 (5.9)</td>
<td>0 (0.0)</td>
<td>3 (6.7)</td>
<td>--</td>
</tr>
</tbody>
</table>

Table 2: Demographics of INTUIT/PRIME analysis sample. Two-tailed two-sample t-test was used to compute the p-value only for the MMSE and MoCA Converted scores.

Clinical Assessments

For the SAGES Study, delirium was assessed with the Confusion Assessment Method (CAM) long-form daily post-surgery. CAM is a standardized and internationally accepted tool that enables non-psychiatrically trained clinicians to identify and recognize delirium quickly and accurately in both clinical and research settings (sensitivity 94\%-100\%, specificity 90\%-95\%, interrater reliability 84\%-100\%)\textsuperscript{28}. Baseline cognitive function was assessed with The Montréal Cognitive Assessment (MoCA, range 0-30, 0=most impaired)\textsuperscript{29}. MoCA were conducted either through video call over Zoom or face-to-face in the patient’s place of residence prior to surgery. A MoCA score of 26 or above was considered normal while scores less than 26 were considered as indicative of possible cognitive impairment. Because the MoCA was administered after other neuropsychological assessments, the memory subdomain test of MoCA was corrected for possible interference effect from the previous memory tests (See Supplementary materials).
For the INTUIT/PRIME Study, a short form of CAM, called the 3D-CAM, was used to identify delirium. The 3D-CAM has excellent overall agreement with the long-form CAM\textsuperscript{20,31}. The Mini-Mental Status Examination (MMSE) was used in the INTUIT/PRIME study for assessment of baseline cognitive function (range 0-30, 0-most impaired). The MMSE was converted to MoCA scores based on an established cross-walk\textsuperscript{32,33}. Since one MMSE score can be mapped to multiple MoCA scores, the median of multiple MoCA scores was used for our study following recommended conversion procedures (see Supplementary Table 3 for the conversion table).

**EEG Data Collection**

For the SAGES EEG Sub-Study, participants attended a baseline EEG visit at least 2-3 days before and up to two months in advance of their scheduled surgery. RsEEG was recorded at 5 kHz while participants were seated in a comfortable chair during a 3-4 hour study visit that included collection of Transcranial Magnetic Stimulation and EEG data. RsEEG was the first neurophysiological measurement taken during the study visit and was recorded for 3-7 minutes each in two conditions: with eyes open (EO) and eyes closed (EC). For the eyes closed condition, the participants were instructed to maintain wakefulness, and were queried intermittently to ensure alertness. RsEEG was recorded with a 64-channel Brainproducts system with AFz as the reference channel and the electrode impedances < 20 kΩ (extended 10-20 international system, reference channel: AFz, Supplementary Figure S1C) and amplifiers (actiCHamp, Brain Products GmbH, Munich, Germany). All participants tolerated the procedure and no significant side effects were reported or noticed.

For the INTUIT/PRIME Study, rsEEG was recorded at 1 kHz from 32 electrodes embedded in a 64-electrode cap custom designed for extended scalp coverage\textsuperscript{34} with Cz as the reference channel and the electrode impedances < 20 kΩ. (BrainAmpMR Plus, Brain Products GmbH, Gilching, Germany). INTUIT/PRIME rsEEG was recorded in the preoperative patient holding area just prior to surgery, for 3 min each with eyes open and with eyes closed. Participants were also instructed and monitored to maintain wakefulness during the eyes closed condition.

**EEG Processing and Analysis**

EEG processing here is similar to our previous work\textsuperscript{23}. In both data sets, EEG signals were first down-sampled to 500 Hz. In order, notch (band stop frequency 57-63 Hz, 4th total order forward-backward Butterworth), high-pass (1 Hz high pass frequency, 4\textsuperscript{th} total order forward-backward Butterworth) and low-pass (50 Hz low-pass frequency, 4th total order forward-backward Butterworth) filters were applied. EEG channels contaminated by artifacts were manually identified and removed (Number of rejected channels reported as average ± SD. SAGES: 2.0 ± 2.0, INTUIT/PRIME: 1.3 ± 1.6. Number of remaining channels reported as average ± SD. SAGES: 60.9 ± 2.0, INTUIT/PRIME: 30.7 ± 1.6). The data were divided into 3-second epochs, visually inspected and bad epochs were manually removed. Number of rejected epochs are reported as average ± SD. SAGES: 2.0 ± 4.7, INTUIT/PRIME: 3.7 ± 4.4. Number of remaining epochs are reported as average ± SD. SAGES: 58.6 ± 10.0, INTUIT/PRIME: 56.4 ± 9.6. After that, EEG data were re-referenced to common average reference. Prior to running independent component analysis (ICA) on EEG channels, principal component analysis (PCA) was used to reduce the dimension (30 for SAGES Data Set and 24 for INTUIT/PRIME Data Set). Fast independent component analysis (fICA v2.5, http://research.ics.aalto.fi/ica/fastica/) EEGLAB plugin was used to compute independent components (ICs). Non-brain ICs that represented blink/eye movement, electromyographic activity, single electrode noise, or cardiac beats artifacts were manually identified based on their power spectrum, amplitude, scalp topography, and time course using TMS-EEG Signal Analyser (TESA v1.1.1, http://nigelroasch.github.io/TESA)\textsuperscript{35,36} EEGLAB toolbox (SAGES: Total number of analyzed ICs ~ 30, average ±SD rejected ICs = 16.1 ±5.0; total average ±SD remaining ICs = 14.0 ±5.0. INTUIT/PRIME:
Total number of analyzed ICs = 24, average ±SD rejected ICs = 9.4 ±3.2; total average ±SD remaining ICs = 14.6 ±3.2). Any subjects where more than 85% of the EEG signal variance are removed via ICA were excluded. As a result, for the SAGES Data Set, 5 subjects were excluded from further analysis, leaving 85 subjects available for analysis. For the INTUIT/PRIME Data Set, 12 subjects were excluded from further analysis, leaving 51 subjects remaining. Channels rejected during the previous steps were interpolated using spherical interpolation. Individual channel spectrum plots were inspected and remaining bad channels were removed and interpolated again using spherical interpolation (Number of channel rejected, reported as average ± SD: SAGES: 1.0 ± 1.7, INTUIT/PRIME: 0.2 ± 0.6). The data recorded from the channels FT9, FT10, TP9 and TP10 was contaminated by artifacts in most of the SAGES subjects. To ensure high signal to noise ratio, these channels were removed from all SAGES datasets. These channels weren’t available in the INTUIT/PRIME datasets.

Features and Transformation

We first performed a preliminary data exploration in the SAGES cohort (Figure 1A). Specifically, we systematically examined EEG spectral powers of several different frequency bands as well as ratios of frequency band powers (e.g. [(alpha+beta power)/(delta+theta power)]) from different regions of interest (ROIs) to identify features that might potentially predict delirium (list of frequency bands, ratios and ROIs are in Supplementary Table S4). Additionally, we tested two different data transformations: standardization to Gaussian distribution with 0 mean and unit variance, and log of the distance to the median (Equation 1). Power spectral densities (PSDs), scatter plots of band powers, EEG topographic plots and t-tests all were used to assess potential discriminability between the delirium and non-delirium groups. Through this process, alpha (8-12 Hz) and sub-alpha powers (8-10 Hz, 10-12 Hz) from the occipital region were identified as promising candidates for further analysis and model development. For each of 3 electrodes in the occipital region (O1, O2 and POz), the power spectral density (PSD) was estimated using the multitaper method (using Discrete Prolate Spheroidal (Slepian) Sequences as tapers) and was estimated separately for the eyes-open (EO) and eyes-closed (EC) conditions. 2 different sets of features were tested for the classification performance (Supplementary Table S5). To test whether the resting state occipital alpha powers are predictive of post-operative delirium, the alpha power was computed from the PSD for each electrode and condition and was defined as the average power of the alpha frequency range ([8-12] Hz). In addition, we also tested subsets of the alpha frequency range. Using a bandwidth of 2 Hz, the average band powers were computed using the 8-10 Hz range for the EC condition and the 10-12 Hz range for the EO condition. In both feature sets, the powers were normalized to the SAGES median as follows:

$$\tilde{p}_{i,j,k} = \left| \log_{10} p_{i,j,k} - \log_{10} \text{median}(p_{j,k}) \right|$$  \hspace{1cm} \text{Equation 1}

where $i$ represents an individual, $j$ represents a channel, $k$ represents an eye condition and $p$ represents the SAGES sample of powers for each channel and condition. In both SAGES and INTUIT/PRIME Data Sets, the median is defined as the median of the entire SAGES Data Set for each electrode and condition. The MoCA scores were transformed using the z-score. The z-scores for both SAGES and INTUIT/PRIME Data Sets were computed using the sample mean and standard deviation of the SAGES Data Set. MoCA was used as a feature in both feature sets. Thus, in both feature sets tested, a total of 7 features were used: 6 EEG powers and 1 cognitive score (Supplementary Table S5). The feature set with the alpha powers and MoCA will be referred to throughout this paper as the Principal Feature Set (left column of Supplementary Table S5). The feature set containing the subsets of the alpha powers and MoCA will be referred to as the Sub-Alpa Feature Set (right column of Supplementary Table S5). The performance of both feature sets was benchmarked against the performance of the models trained on...
MoCA alone, referred to as MoCA-Alone. Two other reference sets of features for comparison are Alpha Powers-Alone and Sub-Alpha Powers-Alone, which consist of only EEG features (no MoCA).

ML Models and Cross-Validation

The SAGES cohort was used for the model selection step (Figure 1B). The following models were tested during the model selection step: logistic regression with L2 regularization with inner cross-validation (CV) for hyperparameter tuning; linear discriminant analysis (LDA) with inner CV for hyperparameter tuning; linear discriminant analysis (LDA) using Ledoit-Wolf estimator (LDA LW); LDA using Oracle Shrinkage Approximation estimator (LDA OA); nearest shrunken centroid (NSC) using Manhattan distance metric; NSC using Euclidean distance metric; Gaussian Naïve Bayes (GNB) using empirical priors; GNB using a priori-defined class priors (80-20 ratio) and decision tree. During the model selection step, the SAGES Data Set was cross-validated using 10 repetitions of 5-fold stratified CV (Figure 1D).

The 95% confidence intervals were estimated using the student’s t-distribution using the sample mean and standard deviation of 50 folds. Due to class imbalance, the performances of the models were assessed with 8 metrics: accuracy, sensitivity, specificity, f1-score, area under the curve of the receiver operating characteristic curve (ROC-AUC), precision-recall curve (PR-AUC) and positive predictive value (PPV, also known as precision) and negative predictive value (NPV). To prioritize the minority class (delirium), f1-score was chosen as the deciding factor due to it being the harmonic mean of sensitivity and precision.

Figure 1 Schematic diagram of machine learning framework. A) Data exploration. A1) different band powers of different regions of interested (ROIs) were extracted from SAGES EEG Data Set. A2) the results are visualized using scatter plots as well as EEG topographic plots. A3) occipital alpha powers (and sub-alpha powers) from both eyes-open and eyes-closed condition.
was selected. Baseline cognition (MoCA) was selected a priori. B) Model Selection. The feature sets consisting of EEG alpha (and sub-alpha) powers determined from data exploration (A), along with MoCA selected a priori, were tested using 9 different classifiers using cross-validation (red arrows). The details of the cross-validation is shown in (D). C) After the classifier with the highest f1-score is determined in model selection step, the classifier was re-trained on the entire SAGES Data Set, then the parameters of the classifier were held fixed and independently validated on INTUIT/PRIME Data Set. The results are plotted in Figure 5 and tabulated in Table 3B. D) Details of the cross-validation used in model selection step. The CV performance are plotted in Figure 4 and Table 3A.

![Figure 2](image)

**Figure 2 Scatter plots of individual EEG alpha powers in O2 channel.** Scatter plot showing distributions of alpha powers in participants with post-operative delirium (purple dots) and without delirium (blue dots). Black squares represent the mean of their respective groups. Left panel shows the untransformed alpha powers as seen in PSD plots (Fig. 3) and right panel shows transformed alpha powers. Values enclosed in parentheses in the x axis represent the p-values of two-sample two-tailed Welch’s t-test. This channel is representative of all channels in the occipital region and their scatter plots can be found in the Supplementary Fig. S2 & S3. In addition, scatter plots of individuals’ sub-alpha powers are shown in Supplementary Fig. S4 & S5.

The INTUIT/PRIME cohort was used for the model validation (Figure 1C). For the model validation step, the best performing model from the model selection step was chosen based on f1-score, retrained on the entire SAGES Data Set, and model parameters were then fixed and tested on the entire INTUIT/PRIME Data Set. Unlike the model selection step, no cross-validation was done here. Bootstrapping was used to compute the 95% confidence intervals, where the test set (INTUIT/PRIME Data Set) was re-sampled 2000 times, with each re-sampling set stratified to the class proportions of the original sample.
Result

Scatterplots of the untransformed (left panel) and transformed (right panel) resting state alpha powers from the O2 channel are shown in Figure 2. In the untransformed samples, the control group (blue) has similar means but much larger variances than the delirium group (purple) in both data sets and eye conditions, with no significant differences between groups. Despite difference in sample sizes, the variances of both SAGES and INTUIT/PRIME samples are remarkably similar within the same eye conditions and groups. After transformation, all of the group contrasts are significant (two-sample two-tailed Welch’s t-test, \( \alpha < 0.05 \)). Findings are similar for the resting state alpha powers in the other channels in the occipital region (Supplementary Figure S2 and S3) as well as sub-alpha powers (Supplementary Figure S4 and S5). The PSD plots for the O2 channel in both SAGES and INTUIT/PRIME Data Sets are shown in Figure 3. Remarkably, the alpha peaks are consistent across both data sets within the same eye conditions and groups. However, the distributions of the powers within the delta, theta and beta frequency ranges are not consistent across the data sets within the same eye conditions and groups. Similar findings arise in O1 and POz channels (Supplementary Figure S6 and S7, respectively).
Figure 4 Model selection: cross-validation performances using the Principal Feature Set (Alpha Powers + MoCA). The performances of 9 models assessed with 8 different metrics are shown. 95% confidence intervals are shown as thin vertical bars. Chance levels for each metric are shown as dark horizontal lines (details of chance levels in Supplementary Materials). Model with the highest f1-score is enclosed by light green box. Blue: accuracy, orange: sensitivity, green: specificity, red: f1 score, purple: AUC of ROC curve, brown: AUC of precision-recall curve, pink: positive predictive value (PPV, also known as precision), grey: negative predictive value (NPV). Values are tabulated in Table 3A.
Figure 5 Model validation: performances using the Principal Feature Set (Alpha Powers + MoCA). A) the performance of the model (LDA LW) selected from the model selection step. Same legend as in Fig. 3. Values are tabulated in Table 3B. ROC (B) and PR (C) curves are shown for the selected LDA LW model. The AUCs reported as mean and 95% CI are 0.94 [0.86, 0.99] for the ROC curve and 0.70 [0.44, 0.95] for the PR curve.

The model selection results of the classification performance of the Principal Feature Set cross-validated on SAGES Data Set are shown in Figure 4 as well as in Table 3A. Out of the 9 models tested, LDA LW model has the highest f1-score (mean ± 95% confidence interval: 0.57 ± 0.07, sensitivity: 0.54 ± 0.08, specificity: 0.94 ± 0.02, ROC-AUC: 0.80 ± 0.04). When retraining and then testing the LDA LW model on the entire SAGES Data Set (whole-SAGES model), the f1-score, sensitivity, specificity and ROC-AUC are 0.61, 0.58, 0.95 and 0.76, respectively. For the model validation, when the whole-SAGES LDA LW model is tested on the INTUIT/PRIME Data Set (Figure 5A, Table 3B), the f1-score is 0.67 (95% CI [0.43, 0.92]), sensitivity and specificity are 0.83 (95% CI [0.50, 1.00]) and 0.91 (95% CI [0.81, 0.98]), respectively. The ROC and precision-recall curves are shown in Figure 5B-C. Their AUCs are 0.94, 95% CI [0.87, 0.99] and 0.70, 95% CI [0.46, 0.95], respectively. When compared to MoCA Alone (Table 4B), the Principal Feature Set outperformed MoCA alone in all metrics except for sensitivity (tied at 0.83).

MoCA-Alone yielded sensitivity, specificity and ROC-AUC of 0.83 (95% CI [0.50, 1.00]), 0.80 (95% CI [0.67, 0.91]), 0.91 (95% CI [0.81, 0.98]) respectively. The biggest improvements from MoCA-Alone to the Principal Feature Set lie in PPV (0.20 increase) and sensitivity (0.11 increase). When compared to Alpha-Powers-Alone (Table 4C), Alpha-Powers-Alone has very skewed performance between sensitivity (0.17, 95% CI [0, 0.50]) and specificity (1.00, 95% CI [1.00, 1.00]). Alpha-Powers-Alone’s ROC-AUC is 0.77, 95% CI [0.57, 0.94]. The same analyses are done on Sub-Alpha Feature Set, with findings similar to the Principal Feature Set (Table S6, S7, Supplementary Figure S8, S9).
### A) SAGES Data Set

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1</th>
<th>ROC AUC</th>
<th>PR AUC</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasso L2 CV</td>
<td>0.89</td>
<td>0.37</td>
<td>0.97</td>
<td>0.46</td>
<td>0.82</td>
<td>0.66</td>
<td>0.61</td>
<td>0.91</td>
</tr>
<tr>
<td>LDA CV</td>
<td>0.87</td>
<td>0.59</td>
<td>0.92</td>
<td>0.56</td>
<td>0.79</td>
<td>0.67</td>
<td>0.52</td>
<td>0.93</td>
</tr>
<tr>
<td>LDA LW</td>
<td>0.88</td>
<td>0.54</td>
<td>0.94</td>
<td>0.57</td>
<td>0.80</td>
<td>0.66</td>
<td>0.62</td>
<td>0.93</td>
</tr>
<tr>
<td>LDA OA</td>
<td>0.87</td>
<td>0.52</td>
<td>0.93</td>
<td>0.57</td>
<td>0.80</td>
<td>0.67</td>
<td>0.61</td>
<td>0.92</td>
</tr>
<tr>
<td>NSC MH</td>
<td>0.79</td>
<td>0.60</td>
<td>0.82</td>
<td>0.47</td>
<td>0.80</td>
<td>0.51</td>
<td>0.39</td>
<td>0.93</td>
</tr>
<tr>
<td>NSC EC</td>
<td>0.83</td>
<td>0.58</td>
<td>0.87</td>
<td>0.50</td>
<td>0.84</td>
<td>0.65</td>
<td>0.43</td>
<td>0.93</td>
</tr>
<tr>
<td>GNB</td>
<td>0.78</td>
<td>0.74</td>
<td>0.79</td>
<td>0.51</td>
<td>0.89</td>
<td>0.72</td>
<td>0.39</td>
<td>0.95</td>
</tr>
<tr>
<td>GNB Prior</td>
<td>0.77</td>
<td>0.81</td>
<td>0.76</td>
<td>0.53</td>
<td>0.88</td>
<td>0.71</td>
<td>0.39</td>
<td>0.97</td>
</tr>
<tr>
<td>Tree</td>
<td>0.80</td>
<td>0.40</td>
<td>0.87</td>
<td>0.35</td>
<td>0.64</td>
<td>0.27</td>
<td>0.31</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 3 Performances of Principal Feature Set (Alpha Powers + MoCA). Ranges enclosed in brackets represent 95% confidence intervals. A) Model Selection Results. Green highlighted row represents the model with the highest f1-score. Note: the f1-score is 0.574 for LDA LW and 0.565 for LDA OA. B) Model Validation Results of LDA LW, the model with the highest f1-score.

### B) INTUIT/PRIME Data Set

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1</th>
<th>ROC AUC</th>
<th>PR AUC</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA LW</td>
<td>0.90</td>
<td>0.83</td>
<td>0.91</td>
<td>0.67</td>
<td>0.94</td>
<td>0.70</td>
<td>0.56</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Ranges enclosed in brackets represent 95% confidence intervals.
### A) Principal Feature Set (Alpha-Powers + MoCA)

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1</th>
<th>ROC AUC</th>
<th>PR AUC</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA LW</td>
<td>0.90</td>
<td>0.83</td>
<td>0.91</td>
<td>0.67</td>
<td>0.94</td>
<td>0.70</td>
<td>0.56</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>[0.80, 0.98]</td>
<td>[0.50, 1.00]</td>
<td>[0.82, 0.98]</td>
<td>[0.43, 0.91]</td>
<td>[0.86, 0.99]</td>
<td>[0.44, 0.95]</td>
<td>[0.33, 0.86]</td>
<td>[0.93, 1.00]</td>
</tr>
</tbody>
</table>

### B) MoCA Alone

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1</th>
<th>ROC AUC</th>
<th>PR AUC</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA LW</td>
<td>0.80</td>
<td>0.83</td>
<td>0.80</td>
<td>0.50</td>
<td>0.91</td>
<td>0.54</td>
<td>0.36</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>[0.69, 0.90]</td>
<td>[0.50, 1.00]</td>
<td>[0.67, 0.91]</td>
<td>[0.31, 0.71]</td>
<td>[0.81, 0.98]</td>
<td>[0.30, 0.88]</td>
<td>[0.21, 0.56]</td>
<td>[0.92, 1.00]</td>
</tr>
</tbody>
</table>

### C) Alpha-Powers Alone

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F1</th>
<th>ROC AUC</th>
<th>PR AUC</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA LW</td>
<td>0.90</td>
<td>0.17</td>
<td>1.00</td>
<td>0.29</td>
<td>0.77</td>
<td>0.53</td>
<td>1.00</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>[0.88, 0.94]</td>
<td>[0.00, 0.50]</td>
<td>[1.00, 1.00]</td>
<td>[0.00, 0.67]</td>
<td>[0.57, 0.94]</td>
<td>[0.21, 0.87]</td>
<td>[0.00, 1.00]</td>
<td>[0.88, 0.94]</td>
</tr>
</tbody>
</table>

*Table 4 Performances of A) Principal Feature Set (Alpha-Powers + MoCA), B) MoCA-Alone and C) Alpha-Powers-Alone on INTUIT/PRIME Data Set. Ranges enclosed in brackets represent 95% confidence intervals.*
Discussion:
Using preoperative rsEEG and baseline cognitive functions collected from 2 independent cohorts of older adults undergoing elective surgeries, we trained and tested machine learning models to assess their performance in predicting post-operative delirium. Specifically, the feature set includes 6 EEG features comprised of resting state alpha power measures from the occipital region in eyes-open and eyes-closed conditions, along with baseline MoCA scores. With this feature set, multiple models were trained on the SAGES Data Set using 5-fold stratified cross-validation. LDA LW, the model with the highest f1-score was selected and retrained on the entire SAGES Data Set and with the model parameters fixed, tested on an independently collected cohort, the INTUIT/PRIME Data Set. In the INTUIT/PRIME Data Set, LDA LW yielded ≥ 0.9 in accuracy, specificity and ROC-AUC and ≥ 0.8 in sensitivity. Importantly, it substantially outperformed MoCA-Alone, with the biggest improvements in PPV (0.20 increase) and sensitivity (0.11 increase). This finding has two major implications: 1) rsEEG can be used in conjunction with the MoCA to preoperatively screen for patients at high risk for post-operative delirium, and 2) occipital alpha powers represent a candidate risk factor that can be studied further to understand the possible neurobiological etiology of delirium\(^{37}\).

The strong predictive performance seen above can be attributed to the difference in the variances of the resting state occipital alpha and sub-alpha powers. One possible interpretation of the differences in the variances is that individuals within the control group exhibit greater fluctuation in the EEG powers over time relative to the delirium group and the greater fluctuation could be an indirect indication of cortical connectivity and plasticity\(^{38,39,40}\). Thus, greater fluctuation over time from one healthy individual could be translated to greater fluctuation across multiple healthy individuals from a fixed time point, relative to individuals with POD. The converse is equally appealing and insightful; limited fluctuation of alpha and sub-alpha powers over time could be an early warning sign and a possible biomarker of impairment in cortical connectivity and plasticity and thus presents greater risk and vulnerability to POD. While the variances of alpha power over time within one resting state recording session didn’t show strong predictive performance for delirium (results not shown), we hypothesized that the variance over much longer range of time might better measure the integrity of cortical circuits. This could be tested with repeated measurements from the same individuals. Alternatively, exploring functional connectivity could reveal more direct information about the cortical connectivity\(^{39,40}\).

There are only a few studies on the relationship between preoperative EEG and POD and all of them used regressions/statistical tests to establish association. Kim et al.\(^{24}\) used logistic regression to show association between the median dominant frequency of the prefrontal cortical region (Fp1 and Fp2) and POD. Similarly, while Schuβler et al.\(^{41}\) recorded EEG using 10-20 international system, they limited their report to F1 and F2 channels. They used statistical tests to show a significant decrease in the power of the high beta and low gamma bands. One study that was done on the same INTUIT/PRIME dataset used here, but analyzed independently of this study, used multivariate logistic and proportion-odds regression analysis to show that preoperative alpha power attenuation, the reduction in alpha power from eyes-closed to eyes-opened condition, is inversely associated with postoperative attention\(^{37}\). However, based on our internal testing, the alpha power attenuation, either taken as the difference or ratio between eyes-closed and eyes-opened conditions, doesn’t have the same predictive performance of delirium (not shown) as our proposed models. In contrast, one recurring and consistent finding of EEG during episodes of delirium is the alpha slowing in the occipital region,\(^{42,43,44,45,46}\) suggesting that alpha slowing is a state marker of delirium. The connection between alpha slowing during delirium and restricted range of occipital alpha powers observed preoperatively (and hence before delirium) here is unclear, but one possibility is that the
thalamocortical connectivity responsible for the generation of the alpha rhythm is particularly susceptible to breakdown during stressors; more research is needed to better understand the connection.

While the performance of our optimal machine learning model was quite good in the test INTUIT/PRIME cohort (ROC-AUC > 0.90), there is room for improvement, particularly with regard to sensitivity. As seen in the scatterplots of the resting-state occipital alpha powers in Figure 2, even after the transformation, there remains significant overlaps between control and delirium groups, making perfect or nearly-perfect prediction difficult. Thus, extracting these group-level statistics to make prediction on single individuals remains challenging. Additional features that are generally independent of the resting state occipital alpha and sub-alpha powers could potentially address that pitfall, suggesting that more data exploration is needed. One important class of EEG measures that could potentially fill that gap but weren’t explored in this study is functional connectivity.

Improvement in predictive performance of POD over pre-operative cognitive assessment alone is a major finding in this study. Past studies on pre-operative prediction of POD have largely focused on different measures of cognitive functioning, including MoCA\textsuperscript{16,17}. While lower cognitive scores have been independently associated with higher risk of developing POD, the relationship and especially the pathophysiology and etiology between cognitive functioning and POD are still not fully understood. Additionally, cognitive functioning is not the sole risk factor for POD\textsuperscript{47}. Instead, risk is assumed to be multifactorial but is primarily determined by both patient-related predisposing factors (which include cognitive impairment) and treatment-associated precipitating factors\textsuperscript{18,19}. Our analysis suggests that incorporation of neurophysiological features such as resting-state EEG measures improve model performance. This in turn provides support for our conceptual model linking POD to underlying changes in cerebral physiology\textsuperscript{21}.

One limitation of this study is the difference in the predictive performance in the SAGES and INTUIT/PRIME cohorts, especially in the sensitivity metric: the LDA LW model performed substantially better on the INTUIT/PRIME cohort than on SAGES cohort, even though the training was done on the SAGES cohort. One possible explanation is that the rsEEG for the INTUIT/PRIME cohort was recorded on the same day of the surgery, whereas the rsEEG for the SAGES cohort was recorded at least 2-3 days and up to 2 months in advance of scheduled surgeries. Another factor is that the INTUIT/PRIME cohort originally used MMSE in lieu of MoCA. While crosswalks between MoCA and MMSE are available, this introduced a source of uncertainty. Furthermore, the MMSE to MoCA conversion is harsh. As seen in Supplementary Table S3, a perfect MMSE score of 30 would be penalized during conversion to a MoCA score of 28.5 and a MMSE score of 29 would be converted to a MoCA score of 25.5, which would be considered as possible mild cognitive impairment. Another potential source of variability is that the SAGES cohort used the CAM long form and consensus review for delirium detection, whereas the INTUIT/PRIME cohort used the 3D-CAM approach.

Another limitation is the relatively small sizes of the training set (SAGES) and especially the test set (INTUIT/PRIME). In particular, the low number of participants with POD (n=6) in the INTUIT/PRIME cohort means that one misclassification of the actual delirium case could drastically alter the performance metrics by almost 20%. This is corroborated by rather wide confidence intervals of sensitivity and precision (Table 3B). Thus, a larger sample size is needed to confirm our findings.

In conclusion, machine learning techniques utilizing preoperative rsEEG and MoCA performance features can predict POD with strong performance across multiple metrics. These findings suggest that pre-operative rsEEG can identify subclinical neurophysiological changes that may play a crucial role in the neuropathology of postoperative delirium. Independent confirmation in a larger sample size and with
prospective application is needed to validate our proposals, and to potentially improve model performance by incorporation of features from more frequencies and brain regions. If successful, translation into clinical setting would be convenient and straightforward as EEG is a widely available, inexpensive and well-tolerated neuroimaging technology, and assessment of cognitive performance using the MoCA is relatively fast and simple. The application of such ML approaches to preoperative data thus has the potential to identify individuals at high risk of POD, enabling testing of targeted interventions to reduce the risk and morbidity of this common problem.

Summary:
Previously, we proposed a neurophysiological model of delirium in which delirium is the result of a breakdown of brain functions in individuals with impairments in brain connectivity and plasticity exposed to a stressor, including surgery. Based on this conceptual model, in this study, we applied machine learning techniques to investigate whether accurate individual prediction of POD can be obtained from relatively simple preoperative rsEEG and cognitive performance measures. We also hypothesized that preoperative rsEEG can substantially improve the predictive performance of POD relative to preoperative cognitive assessments alone. This was evaluated by developing machine learning models on one prospective cohort of 85 older adults (12 cases of delirium) undergoing elective surgery (SAGES). Models were developed using occipital alpha-band power and MoCA task performance as key features. LDA LW, the model with the highest f1-score was selected, retrained on the entire SAGES sample and the model parameters held fixed. That model was subsequently validated on an independent prospective cohort of 51 older adults (6 cases of delirium) undergoing surgery (INTUIT/PRIME). On that validation set, it was able to predict POD with accuracy, ROC-AUC, specificity all ≥ 90% and sensitivity > 80%. With only 7 features, the risk of overfitting remains low. The strong performances seen here are due to the differences in the variances of the alpha powers between control and post-operative delirium groups. Specifically, we showed that while the means of the two groups are similar, the variance of the alpha powers in the control group is much larger than those of post-operative delirium group. While prospective validation with a larger sample is needed, our findings suggest that individuals can be screened for POD risk using simple preoperative measures. Our findings also suggested that occipital alpha powers as a group is a candidate for risk factor that can be studied further for possible neurobiological etiology.
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