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ABSTRACT  
Electrocardiogram (ECG) signals play a pivotal role in cardiovascular diagnostics, providing essential information on the electrical activity of the heart. However, the inherent noise and limited resolution in ECG recordings can hinder accurate interpretation and diagnosis. In this paper, we propose a novel model for ECG super resolution (SR) that uses a DNAE to enhance temporal and frequency information inside ECG signals. Our approach addresses the limitations of traditional ECG signal processing techniques. Our model takes in input 5-second length ECG windows sampled at 50 Hz (very low resolution) and it is able to reconstruct a denoised super-resolution signal with an x10 upsampling rate (sampled at 500 Hz). We trained the proposed DCAE-SR on public available myocardial infarction ECG signals. Our method demonstrates superior performance in reconstructing high-resolution ECG signals from very low-resolution signals with a sampling rate of 50 Hz. We compared our results with the current deep-learning literature approaches for ECG super-resolution and some non-deep learning reproducible methods that can perform both super-resolution and denoising. We obtained current state-of-the-art performances in super-resolution of very low resolution ECG signals frequently corrupted by ECG artifacts. We were able to obtain a signal-to-noise ratio of 12.20 dB (outperforms previous 4.68 dB), mean squared error of 0.0044 (outperforms previous 0.0154) and root mean squared error of 4.86% (outperforms previous 12.40%). In conclusion, our DCAE-SR model offers a robust (to artefact presence), versatile and explainable solution to enhance the quality of ECG signals. This advancement holds promise in advancing the field of cardiovascular diagnostics, paving the way for improved patient care and high-quality clinical decisions.
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1 Introduction  
The physiological activity of the human organs can be investigated by measuring corresponding electrical, chemical, or mechanical signals [1] to improve their understand and disease diagnosis and monitoring [2]. For example, electrical
signals from the heart aid in diagnosing cardiac diseases, whereas chemical signals, such as glucose levels in the blood, help manage diabetes [3].

Heart signals are usually stored into the so-called electrocardiograms (ECGs) after the acquisition, processing, and analysis [4]. Signal acquisition and analysis have promoted the development of personalized medicine, where treatments can be tailored to an individual’s specific needs based on the unique signals their body produces. By integrating computational models and real-time data analysis, signals in biomedicine are at the forefront of improving patient outcomes and advancing healthcare practices [5].

In this paper, we focus on the analysis of ECGs [6]. Each ECG of a patient includes up to twelve signals, also called ECG channels (or leads), corresponding to a specific electrode which captures a particular heart’s electrical activity from a different perspective. The signals include six limb leads (I, II, III, aVR, aVL, and aVF) and six precordial leads (from V1 to V6), providing information about the heart’s electrical axis. The number of electrodes is related to the specific aim of the analysis: for example, for long monitoring of a patient (e.g., days or weeks), a 3-lead ECG is often used; while in clinical practice, a 12-lead ECG is commonly used.

Given the rhythmic nature of the heart, ECG systems must be designed to capture and record only signals related to a certain range of frequencies associated with the heart activity [7]. The standard ECG bandwidth recommended by the American Heart Association (AHA) is defined as the frequency interval that goes from 0.05 Hz to 150 Hz. When using frequencies lower than 0.05 Hz, it is possible that the so-called baseline wander (BW) artifact that leads to slow variations in the ECG baseline and can be caused by patient respiratory activities [8]. Artifacts caused by muscular activities may corrupt the signals when frequencies greater than 150 Hz are used.

Signals captured by using ECG instruments are sampled at different frequencies, i.e., the number of samples captured for each second [9]. A higher sampling frequency provides a more detailed representation of the ECG signal, by capturing rapid changes in electrical activity allowing for more accurate detection and analysis of cardiac events [10, 11, 12, 6]. Nowadays, the standard ECG sampling rate recommended by the AHA is 500 Hz.

In many clinical settings, a lower frequency of 50 or 100 Hz (Low Resolution - LR), is used since both are sufficient to capture the minimum required detail in the waveform needed for manual analysis. However, sampling rate of 500 or 1000 Hz (High Resolution - HR) or even more can be required for specific research purposes or for the diagnosis pathologies caused by rapid changes in the electrical activity of the heart such as, for example, identification of late potentials [13]. Moreover, in some scenarios, HR signals must be downsampled to efficiently transmit over low-bandwidth channels [14]. Applying super-resolution (SR), i.e., obtaining high-resolution ECG signals from low-resolution versions, may give more details on the signals, better denoising power and more possibility to detect modifications related to diseases [15, 16]. The advantages of super-resolution (SR) signal analysis span a large field:

- signal enhancement for denoising, artifact removal, and the refinement of signal details to identify critical cardiac events [17];

- extraction of detailed features that are not discernible at lower resolutions, such as precise measurement of P, QRS, and T waveforms [18];

- analysis of Microvolt T-Wave Alternans (TWA), which is a subtle fluctuation in the amplitude of the T wave in ECG signals and is considered a marker of ventricular arrhythmias and sudden cardiac death [19];

- Arrhythmia Detection and Classification through the increased detail available in super-resolution ECG signals [20].

Despite these advantages, it is not easy to obtain super resolution without the use of computational advantages of deep learning frameworks. For these aims, we introduce a novel approach for ECG super-resolution based on a Denoised Convolutional AutoEncoder (DCAE) modified to perform both reconstruction, denoising, and super-resolution tasks.

The architecture of the proposed DCAE-SR, as depicted in Figure 1, is based on the use of a modified Encoder-Decoder architecture in which two decoders are used: one is able to reconstruct signals at the same original frequency, while a second one has been trained to derive a reliable high-resolution version of the signals.
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Figure 1: Our proposed DCAE-SR: a modified DCAE Encoder-Decoder architecture with a second Decoder for denoising and super-resolution (the DECODER SR).

We tested the proposed DCAE-SR on the PTB-XL dataset [21, 22], a large dataset of 21799 clinical 12-lead 10-second multi-annotated ECG signals from 18869 different patients. Our results obtained by our DCAE-SR model on the PTB-XL dataset show the improvements with respect to state-of-the-art approaches.

In Figure 2, we report an example of the proposed method. An input lower resolution signal (reported in blue) with noise and artifacts is given as input. The output of the system (represented in red) is the denoised HR signal which is compared with the true HR signal (represented in green). Figure 3 presents a more detailed comparison between a LR signal with noise and the obtained HR.

Figure 2: Input: LR corrupted signal sampled at 50 Hz (blue). Target: HR clean signal sampled at 500 Hz (green). Output: predicted SR denoised signal sampled at 500 Hz. Lead I only reported for simplicity.
The principal contributions and innovations of this research can be summarized as follows:

- we developed an innovative solution that addresses some of the current limitations in ECG signal acquisition, such as, artifacts presence or very low-resolution sampling rate;
- we are the first that take in consideration noise and artifact presence inside very low resolution signals sampled at 50 Hz;
- to the best of our knowledge, we are the first to propose an extension of the DCAE architecture to perform ECG denoising super-resolution task;
- we applied model explainability to elucidate how the model identifies and utilizes relevant features or patterns in the LR input to generate the denoised SR output;
- we reported a robust behaviour and performances of our model in both noisy and clean LR ECG signals;

2 Related Work

Autoencoders (AE) [23, 24], which serve as the foundational architecture of our super-resolution approach [25], excel in the tasks of unsupervised learning by adeptly capturing the intricate structural complexities inherent in ECG signals. Beyond their role in super-resolution, AEs find applications in various fields like input reconstruction (compress and restore the original input), denoising, and anomaly detection (where deviations from learned patterns can be indicative of irregularities in the ECG signal) [26].

Convolutional Autoencoders (CAEs) introduce convolutional layers inside the AE architecture, significantly augmenting the model’s ability to extract spatial and temporal features from signals [27], which is particularly indicated in the time-frequency domain of ECG signals, enabling better extraction of features from signals that can result in better input reconstruction, anomaly detection, or input super-resolution.

The presence of noise or artifacts inside ECG signals poses a significant challenge for AEs and CAEs due to their inherent sensitivity. In the case of super-resolution, noise and artifact presence inside the LR input data can adversely affect models’ performance, leading to degraded super-resolution quality and compromised feature extraction [28, 29] caused by augmenting the resolution of both signal and noise. We need a solution that can automatically distinguish
between ECG signal features and ECG artifact features inside the latent space; once we have this, we can apply super-resolution only on the ECG signal and simultaneously remove unwanted artifacts.

Incorporating denoising techniques inside a CAE leads to introducing denoising CAE (DCAE) [30]. DCAEs learn robust representations by training on corrupted versions of the input data and reconstructing the clean and uncorrupted versions. This approach helps the model focus on extracting meaningful features while disregarding noise [31, 32]. Additionally, regularization techniques, such as dropout, can be employed during training to enhance the model's generalization and noise resilience.

The image or audio signal super-resolution field has been extensively explored in recent years [33, 34, 35]. The first significant, but not deep learning, super-resolution method is often considered to be the interpolation-based approach, which involves the use of interpolation techniques to increase the spatial resolution of images or signals [36, 37].

Thanks to recent advances in the field of deep learning, together with the increase in availability and performance of modern Graphics Processing Units (GPUs) [38], new deep learning SR methods that outperform the basic interpolation methods have come to light.

Even if modern deep learning techniques outperformed the interpolation approach, some of the first deep learning super-resolution techniques, called pre-upsampling SR methods, incorporate at least one interpolation layer as a pre-processing step that performs a not-learnable upsampling on the LR input and then learns how to reconstruct the HR data from the LR upsampled input [39, 40]. We can distinguish deep learning super-resolution techniques based on where the upsampling layer is applied:

- **pre-upsampling SR methods**: In these methods, an upsampling layer, in most cases a not-learnable upsampling such as interpolation, is the first layer of the model architecture (often used as a preprocessing step). An example of a pre-upsampling SR deep learning method is the SR-CNN model [41], which applies a bicubic interpolation layer to augment the spatial resolution of the input;

- **post-upsampling SR**: In these methods, the upsampling layer is placed as the last layer of the signal. An example of a post-upsampling SR deep learning method is the FSRCNN [42] model, which uses deconvolutional (transposed convolutional) layers for learnable super-resolution. Our SR method, which uses multiple deconvolutional layers to perform LR noised reconstruction and denoised SR, can be considered a post-upsampling SR method with denoising power;

- **progressive-upsampling SR**: In these methods, upsampling layers are progressively placed inside the network architecture [43].

One of the first proposed methods for ECG super-resolution was SRECG [44], an improvement of the well-known SRResNet [45]. SRECH aimed to introduce a system based on a super-resolution model to speed up the transmission of ECG signals from a portable/wearable (P/W) device. It was based on the compression of a HR signal into a LR which is transmitted into a low-bandwidth channel and the final reconstruction where an automated classifier was used to find arrhythmia. The SRECG model was trained and evaluated using the China Physiological Signal Challenge 2018 dataset (CPSC2018) [46]. The evaluation of the super-resolution is performed only at the classification level; no results report the overall quantitative super-resolution performance metrics (such as mean PSNR, SNR, MSE, or RMSE on the validation set).

Huang et al. [14] successively presented a Signal-Referenced Network [47] for 3-lead (I, II, V2) ECG super-resolution. This Signal-referenced Network for ECG super-resolution takes in input a signal comprised of some leads compressed at low resolution (for example, I, II) and a referenced high-resolution lead (for example, V2), giving in output all three leads in high resolution. For a fair comparison with our and other super-resolution models, we will present only their super-resolution results regarding the 3-lead low-resolution (50 Hz) experiment, without any high-resolution references in the input (group 4, index 10 in their paper). They report a 0.15 mV RMSE between the obtained 500 Hz super-resolution signal and the target 500 Hz high-resolution.

A recent paper in March 2024 by Kaniraja et al. [48] proposed a modified version of the well-known pre-upsampling SRCNN adapted for 1-dimensional signals such as ECGs. The SRCNN-ECG model takes in input all 12 leads of the ECG signal in low resolution (example, sampled at 50 Hz) and it preprocesses the input using a bicubic interpolation layer, with a given sampling rate (10, for example), as a pre-upsampling super-resolution to augment the temporal resolution of the signal. Then it uses a 5-layer Convolutional RESidual NETwork (ResNet) [49] that computes the super-resolution. Finally, it gives as output the super-resoluted signal sampled at 500 Hz. The model was trained and evaluated on a 1500-signals random subset of the CPSC2018 dataset. They report the following super-resolution performances on the validation set using an upscaling rate of 10 from LR 50 Hz to HR 500 Hz: RMSE of 0.12 mV and an SNR of 4.68 dB.
3 Material and Methods

3.1 Dataset Preprocessing

In our experiments, we used the PTB-XL dataset [21, 22], a large dataset of 21799 clinical 12-lead 10-second multi-annotated ECG signals from 18869 different patients. Each raw ECG signal is digitally stored using 16 bit precision at a resolution of 1 µV per least significant bit (LSB) and with two available sampling frequencies: 100 Hz for low-resolution and 500 Hz for high-resolution. There also available 71 different SCP-ECG [50] conformed annotation statements covering both diagnostic and rhythm statements. We considered only the annotations able to split the whole dataset into five diagnostic classes: Myocardial Infraction (MI), Conduction Disturbance (CD), Normal (NORM), Hypertrophy (HYP), ST/T Change (STTC).

We preprocessed the dataset with the following filters:

- an high-pass filter to remove components with frequency lower than 0.05 Hz from the low resolution 50 Hz signal;
- a band-pass filter to remove components outside the frequency range of 0.05-150 Hz from the high resolution 500 Hz signal [51, 52].

We splitted each 10-second length filtered signal in two ECG windows with a fixed length of 5 seconds. Then, we downsampled each 100 Hz low-resolution filtered window to a sampling frequency of 50 Hz. In Figure 4 we show an example of the lead I channel LR data for each of diagnostic superclass available in the dataset.

![Figure 4: An example of ECG lead I channel LR data for each diagnostic superclass available in the PTB-XL dataset: Conduction Disturbance (CD), Hypertrophy (HYP), Myocardial Infraction (MI), Normal (NORM) and ST-T change (STTC)](image)

We trained iteratively our autoencoder using a single class, and we used the remaining to evaluate its performances, and we splitted the dataset using 90% of MI-related signals for training and the remaining 10% for validation.

Finally, we corrupted the LR training and test sets by adding synthetic ECG artifacts generated using the Neurokit2 Python library [53]. A total of three different types of common ECG artifacts where generated: EMG, EDA, and BW artifact. For each signal, we used a randomized approach to choose whether the corruption should be applied or not, and in case of positive response, a second randomized approach was used to choose the artifact to add. An example of a not-corrupted lead I Myocardial Infraction ECG LR window and the three versions of the same signal corrupted by different artifact are reported in Figure 5.
3.2 The architecture of the DCAE-SR

Here, we propose our temporal-based denoising CAE for ECG high-resolution reconstruction (or ECG super-resolution), whose detailed architecture and the 2-dimensional projection of the latent space are depicted in Figure 6. The hyperparameters obtained for the Encoder, the Decoder for reconstruction, and the Decoder for super-resolution (Decoder SR) are summarized in Table 1.
<table>
<thead>
<tr>
<th>Block</th>
<th>In channels</th>
<th>Out channels</th>
<th>Kernel size</th>
<th>Stride</th>
<th>Dropout</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoder Block 1</td>
<td>12, 12</td>
<td>12, 192</td>
<td>3, 3</td>
<td>1, 1</td>
<td>[0.1, 0.1]</td>
</tr>
<tr>
<td>Encoder Block 2</td>
<td>192, 384</td>
<td>384, 768</td>
<td>3, 3</td>
<td>1, 1</td>
<td>[0.1, 0.1]</td>
</tr>
<tr>
<td>Decoder Block 1</td>
<td>768, 768</td>
<td>768, 384</td>
<td>3, 3</td>
<td>1, 1</td>
<td>[0.1, 0.1]</td>
</tr>
<tr>
<td>Decoder Block 2</td>
<td>384, 192</td>
<td>192, 12</td>
<td>3, 3</td>
<td>1, 1</td>
<td>[0.1, None]</td>
</tr>
<tr>
<td>DecoderBlock SR1</td>
<td>768, 768</td>
<td>768, 384</td>
<td>30, 30</td>
<td>5, 2</td>
<td>[0.1, 0.1]</td>
</tr>
<tr>
<td>DecoderBlock SR2</td>
<td>384, 192</td>
<td>192, 12</td>
<td>10, 4</td>
<td>1, 1</td>
<td>[0.1, None]</td>
</tr>
</tbody>
</table>

Table 1: Hyperparameters used for our DCAE-SR model.

During the training phase, the model will receive a list containing the following input data:

- 5-second length 50 Hz Low Resolution (LR) ECG window that goes inside the Encoder and mapped into the latent space;
- 5 second length 500 Hz High Resolution (HR) ECG window, that is the high resolution target. We need to specify that the HR input does not go inside the Encoder but is only used to perform the super-resolution error (also called high-resolution reconstruction loss) optimization.

The model tries to reconstruct both LR and HR signals using only the information retrieved in the LR one and mapped into the latent space. During the training, a multiple-loss function optimization was applied to optimize both the reconstruction, denoising, and super-resolution of the signal. To do that, the following mean squared errors (MSEs) were computed:

- Reconstruction error: MSE between the LR signal and LR reconstruction in output of the Decoder;
- Super-resolution error: MSE between the target HR signal and the super-resoluted signal obtained in output of the Decoder-SR.

Training and validation phase workflows are depicted in Figure 7. The model was trained using a multi-loss optimization with one Adam optimizer, 0.0001 learning rate and 1 batch size for a total of 20 epochs.

Figure 7: Workflow of our super-resolution model during training phase (a) and validation phase (b)
Multiple ablation studies were performed to identify the best combination of components regarding multiple/single losses optimization, with/without (w/wo) artifact presence in the LR signal, w/wo denoising power, w/wo super-resolution decoder, w/wo last Tanh activation function inside the last block of each decoder.

We compared our super-resolution results against the ECG super-resolution deep learning methods available in the literature and other non-deep learning methods such as ECG bandpass filtering (for denoising) followed by cubic interpolation algorithm (for super-resolution). Results were compared using both qualitative and quantitative approaches. The general workflow used to compare our results is reported in Figure 8.

3.3 Metrics

We assessed the performances of our DCAE-SR in in both super-resolution and denoising tasks with respect to state-of-the-art methods by using the following quantitative metrics:

- Mean Squared Error (MSE) [54] between the predicted 500 Hz super-resoluted signal \( x_i \) and the ground truth 500 Hz HR one \( y_i \). MSE measures the average squared sample-wise difference between the ground truth and the predicted SR signals;

\[
MSE(x_i, y_i) = \frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2; \tag{1}
\]

Where \( N \) is the number of ECG signals.

- Root Mean Squared Error (RMSE) [55], between the predicted super-resoluted signal \( x_i \) and the HR ground truth signal \( y_i \), simply defined as the square root of the MSE.

\[
RMSE(x_i, y_i) = \sqrt{MSE(x_i, y_i)} \tag{2}
\]

- Structural Similarity Index Measure (SSIM) [56] is a metric that quantifies the structural similarity between the HR ground truth signal \( y \) and the predicted super-resoluted signal \( x \);

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1(\sigma_x^2 + \sigma_y^2 + C_2)} \tag{3}
\]

Where: \( \mu_x \) and \( \sigma_x \) are the mean and standard deviation values over a window in the super-resoluted signal \( x \), \( \mu_y \) and \( \sigma_y \) are the mean and standard deviation values over a window in the high-resolution signal \( y \), \( \sigma_{xy} \) is the covariance over a window between the super-resoluted signal \( x \) and the high-resolution reference \( y \). \( C_1 \), \( C_2 \), and \( C_3 \) are three constant values.
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- Signal-to-Noise ratio (SNR) \([57]\) between the predicted super-resolved signal \(x_i\) and the ground truth HR one \(y_i\):

\[
SNR(x_i, y_i) = 10 \cdot \log_{10} \left( \frac{\sum_{i=1}^{N} x_i^2}{\sum_{i=1}^{N} (x_i - y_i)^2} \right)
\]

(4)

Where \(N\) is the number of ECG signals.

- Peak Signal-to-Noise Ratio (PSNR) \([58]\) between the predicted super-resolved signal \(x_i\) and the ground truth HR signal \(y_i\). PSNR measures the ratio between the maximum possible power of a signal and the power of corrupting noise. In the field of super resolution, it can be used to assess the quality of the super resolution:

\[
PSNR(x_i, y_i) = 10 \cdot \log_{10} \frac{\max(x_i)^2}{MSE(x_i, y_i)}
\]

(5)

4 Results and Discussion

This section presents the results of the use for reconstructing a HR from an input LR signal on the PTB-XL dataset. We compared these results with other state-of-the-art ECG super-resolution models and with a baseline of non-deep methods for obtaining super-resolution based on: (i) cubic interpolation; (ii) bandpass filter + cubic interpolation. In particular we measured both the quality of reconstruction of the HR signals and the ability to remove artifacts. Figure 9 depicts the implement workflow of tests.

![Workflow diagram](image)

Figure 9: Workflow used to validate and compare our model DCAE-SR against deep and non-deep learning techniques for ECG high-resolution reconstruction from low-resolution corrupted signals. Examples of qualitative and quantitative comparisons are depicted.

First we measured the MSE super-resolution error obtained by our DCAE-SR in the super-resolution considering all the five different diagnostic superclasses as summarised in Table [2]. The relatively high values of maximum MSE for some classes may be explained by the presence of some outliers peaks in the signal. Figure [10] shows boxplot containing the MSE super-resolution error distribution for each diagnostic superclass (on the right) and a zoomed visualization of high-resolution (in green) and super-resolution (in blue) signals with one of the highest MSE super-resolution error value (on the left). The boxplot diagrams evidence a few outliers that negatively affect the mean value of MSE errors.
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<table>
<thead>
<tr>
<th>Superclass</th>
<th>Min MSE</th>
<th>Max MSE</th>
<th>Mean MSE (+/- STD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD</td>
<td>0.00044</td>
<td>0.5077</td>
<td>0.0081 (+/-) 0.0266</td>
</tr>
<tr>
<td>HYP</td>
<td>0.0007</td>
<td>0.1162</td>
<td>0.0079 (+/-) 0.0135</td>
</tr>
<tr>
<td>NORM</td>
<td>0.0004</td>
<td>0.5694</td>
<td>0.0030 (+/-) 0.0058</td>
</tr>
<tr>
<td>MI</td>
<td>0.0004</td>
<td>0.0879</td>
<td>0.0040 (+/-) 0.0060</td>
</tr>
<tr>
<td>STTC</td>
<td>0.0005</td>
<td>0.1162</td>
<td>0.0034 (+/-) 0.0058</td>
</tr>
</tbody>
</table>

Table 2: For each class of the input signal, we show the results in terms of minimum, maximum, and mean ± standard deviation.

Moreover, the visualisation of the signal corresponding to the outlier, as evidenced on the left part of the figure, shows the presence of an exceptionally high peak at the end of the V6 lead high-resolution target signal. This confirms that some problems in our SR prediction do not cause the error in MSE. Actually, in those cases, the uncorrupted SR obtained using our approach can be considered of better quality.

Figure 10: The right part of the figure shows the boxplot diagrams of super-resolution MSE error made by our DCAE-SR using all five diagnostic superclasses available in the corrupted test set. The left part of the Figure visualises the corresponding signals, showing the cause of the high MSE.

We now compare the MSE and the PSNR of our model with baseline non-deep learning super-resolution methods by considering only the Myocardial Infarction (MI) class as depicted in Figure 11.
Moreover, we also measured the performances of our model in reconstructing signals corrupted by high-frequency noise, which represents a major challenge. Figure 13 reports a qualitative comparison of our super-resolution methods when it receives an LR myocardial infraction ECG signal corrupted by EMG artifact as input. The EMG signal bandwidth (20-500 Hz) partially overlaps with the ECG bandwidth (0.05-150 Hz), so, for example, a classic bandpass filter does not work well in this case, as we can see in the figure mentioned. Our denoising model, on the other hand, can distinguish noise/artifact patterns inside the latent space and remove them during super-resolution.
Using the same corrupted signal, in Figure 13 we report the difference in qualitative results obtained using our models with/without denoising power. The model without denoising power struggles (but not to much) in the super-resolution due to the presence of the EMG artifact.

![Figure 13: Qualitative comparison of our denoising and non-denoising super-resolution model against the band-pass filter + cubic interpolation baseline.](image)

We also tested the performance of dealing with missing channels inside the signal. Missing channels were simulated using a random approach, and we computed the performances regarding MSE super-resolution errors obtained on the corrupted MI superclass test set. For each channel and each signal in the test set, a random number between 0 and 1 is sampled; if the number is greater or equal to a certain threshold $p$ (called missing channel rate), then the channel is considered missing and replaced by an all zeros tensor. For this experiment, a maximum of one channel per signal can be missing.

In Table 3, we report changes regarding minimum, maximum, and mean MSE super-resolution values of a single channel missing using a missing rate $p$ of 0.2. The table is ordered in descending order in respect of mean MSE value. As we can see, the aVL channel seems to be the most important lead for the super-resolution of a MI signal: this is proven by the lowest super-resolution performance obtained when this channel is removed.

<table>
<thead>
<tr>
<th>Missing Channel</th>
<th>Min MSE</th>
<th>Max MSE</th>
<th>Mean MSE (+/- STD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>aVL</td>
<td>0.00049</td>
<td>0.1476</td>
<td>0.00793 (+/- 0.01555)</td>
</tr>
<tr>
<td>I</td>
<td>0.00044</td>
<td>0.13584</td>
<td>0.00752 (+/- 0.01407)</td>
</tr>
<tr>
<td>V3</td>
<td>0.00044</td>
<td>0.12419</td>
<td>0.00732 (+/- 0.01304)</td>
</tr>
<tr>
<td>aVR</td>
<td>0.00044</td>
<td>0.08788</td>
<td>0.00629 (+/- 0.01062)</td>
</tr>
<tr>
<td>V2</td>
<td>0.00044</td>
<td>0.15302</td>
<td>0.00624 (+/- 0.01023)</td>
</tr>
<tr>
<td>V5</td>
<td>0.00044</td>
<td>0.08788</td>
<td>0.00616 (+/- 0.00915)</td>
</tr>
<tr>
<td>III</td>
<td>0.00044</td>
<td>0.11793</td>
<td>0.00605 (+/- 0.01011)</td>
</tr>
<tr>
<td>aVF</td>
<td>0.00044</td>
<td>0.08788</td>
<td>0.00563 (+/- 0.00827)</td>
</tr>
<tr>
<td>V4</td>
<td>0.00044</td>
<td>0.08788</td>
<td>0.00541 (+/- 0.00801)</td>
</tr>
<tr>
<td>V1</td>
<td>0.00044</td>
<td>0.08788</td>
<td>0.00513 (+/- 0.00721)</td>
</tr>
<tr>
<td>II</td>
<td>0.00049</td>
<td>0.10501</td>
<td>0.00509 (+/- 0.00719)</td>
</tr>
<tr>
<td>V6</td>
<td>0.00049</td>
<td>0.08788</td>
<td>0.00466 (+/- 0.00638)</td>
</tr>
<tr>
<td>No Channel Missing</td>
<td>0.0004</td>
<td>0.0879</td>
<td>0.0040 (+/- 0.0060)</td>
</tr>
</tbody>
</table>

Table 3: Super resolution performances of the DCAE-SR model in case of missing single channel during testing on noised MI ECG signals. The results of this table are obtained using a missing channel rate of 0.2 (20%). The table is ordered by "Mean MSE" values, higher values mean worst super resolution if the channel is missing.
We then tried to change the aVL missing rate \( p \) in the range of 0 to 1 and report the results of this experiment in Table 4.

<table>
<thead>
<tr>
<th>Missing Rate of Channel aVL</th>
<th>Min MSE</th>
<th>Max MSE</th>
<th>Mean MSE (+/- STD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0004</td>
<td>0.0879</td>
<td>0.0040 (+/-)0.0060</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00044</td>
<td>0.08788</td>
<td>0.00629(+/-)0.01254</td>
</tr>
<tr>
<td>0.2</td>
<td>0.00049</td>
<td>0.1476</td>
<td>0.00793(+/-)0.01555</td>
</tr>
<tr>
<td>0.3</td>
<td>0.00044</td>
<td>0.10527</td>
<td>0.0101(+/-)0.01854</td>
</tr>
<tr>
<td>0.4</td>
<td>0.00044</td>
<td>0.09236</td>
<td>0.01209(+/-)0.02048</td>
</tr>
<tr>
<td>0.5</td>
<td>0.00044</td>
<td>0.1476</td>
<td>0.01286(+/-)0.02124</td>
</tr>
<tr>
<td>0.6</td>
<td>0.00049</td>
<td>0.09786</td>
<td>0.01531(+/-)0.02313</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00049</td>
<td>0.1476</td>
<td>0.01711(+/-)0.02463</td>
</tr>
<tr>
<td>0.8</td>
<td>0.00049</td>
<td>0.1476</td>
<td>0.02019(+/-)0.02655</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00044</td>
<td>0.1476</td>
<td>0.02112(+/-)0.02656</td>
</tr>
</tbody>
</table>

Table 4: Super-resolution performances of our DCAE-SR model in the case of different values of the aVL missing rate \( p \).

We quantitatively compared our super-resolution performances against other deep learning related works as reported in Table 5. Only results regarding an upscale ratio of 10 and a low-resolution signal with sampling rate equal or lower than 50 Hz are reported. Of course, using a higher low-resolution sampling rate (for example 100 Hz) corresponds to an higher bandwidth and a lower upscale ratio (for example 5): fewer points to predict that will lead to better performance in terms of super-resolution.

Here we summarize the main differences between us and related works:

- we used a different dataset, the PTB-XL, because it natively provide both low resolution (100 Hz) and high resolution (500 Hz) signals. It also provide a standard train-test split for a fair comparison between different deep-learning models;
- we are the first to take in consideration the presence of noise and artifacts inside the ECG signal, and their impact in the overall super-resolution performances;
- we used a different training approach for the ECG super-resolution task. The model is trained on only one particular diagnostic superclass (myocardial infarction) and then tested on all five superclasses to see how the model generalise on the unseen types of cardiac pathologies;
- quantitative performances obtained depicts our model as the current state-of-the-art (SOTA) model for the super-resolution of very low-resolution ECG signals (50 Hz). SOTA in both PSNR, SNR, MSE, SSIM and RMSE super-resolution metrics, computed between the super-resoluted signal predicted by our model and the target high resolution signal available.

<table>
<thead>
<tr>
<th>Model</th>
<th>DCAE-SR (our)</th>
<th>ECG-SRCNN</th>
<th>Huang et al.</th>
<th>SRECG</th>
<th>ECG-SRCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>fs (Hz)</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>SR method</td>
<td>post-upsampling</td>
<td>pre-upsampling</td>
<td>pre-upsampling</td>
<td>post-upsampling</td>
<td>pre-upsampling</td>
</tr>
<tr>
<td>upscale ratio</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>dataset</td>
<td>PTB-XL</td>
<td>CPSC2018 subset</td>
<td>CPSC2018 subset</td>
<td>CPSC2018</td>
<td>CPSC2018 subset</td>
</tr>
<tr>
<td>artifacts</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>train on</td>
<td>only MI</td>
<td>all</td>
<td>all</td>
<td>all</td>
<td>all</td>
</tr>
<tr>
<td>test on</td>
<td>all</td>
<td>all</td>
<td>all</td>
<td>all</td>
<td>all</td>
</tr>
<tr>
<td>SNR (dB)</td>
<td>Higher is better</td>
<td>12.20</td>
<td>4.68</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MSE (mV)</td>
<td>Lower is better</td>
<td>0.0044</td>
<td>0.0154</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RMSE %</td>
<td>Lower is better</td>
<td>4.86</td>
<td>12.40</td>
<td>15.0</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Comparison of our proposed method with other super-resolution ECG methods. We reported only super resolution performances on very low resolution signals (sampling rate lower or equal then 50 Hz).
Finally, we report some explainability of the super-resolution performed by our DCAE-SR model. Figure 14 report the activation maps obtained by using our model to super-resolute a Normal (NORM) ECG window corrupted by EMG artifact (B) and without corruption (A). Together with the activation map, we report all twelve leads of the interpolated low-resolution ECG signal. As we can see, the two activation maps are very similar, proving the robustness of our model in case of corruption inside the low-resolution ECG. At the same time, our model is also capable of correctly detect the R peak hidden inside the EMG artifact and delineating the entire PQRST beat, opening a new case of use of our model: the task of R-peak detection and PQRST delineation. Figure 15 shows the activation maps obtained during the super-resolution of three ECG windows with different diagnostic superclasses: normal (A), myocardial infarction (B) and ST-T change (C), respectively.

Figure 14: Activation maps obtained by our DCAE-SR for the super-resolution of the same ECG window without any corruption (A) and corrupted by EMG artifact (B).

Figure 15: Activation maps obtained by our DCAE-SR for the super-resolution of the three uncorrupted ECG windows with different diagnostic superclass: (A) Normal, (B) Myocardial Infarction, (C) ST-T change.
4.1 Ablation studies

We tested our model and trained on corrupted ECG signals to perform super-resolution in the clean version of the test set (version without the synthetically generated artifacts). This was done to prove our model’s efficiency in both corrupted and unnoised conditions. This was only one of the ablation studies performed to investigate the specific contributions/effects of individual components within the experimental setup.

Table 6 shows performances on the corrupted test set of our DCAE-SR model with/without Denoising power or w/wo super-resolution Decoder. In the case of a no super-resolution Decoder, the temporal information is augmented on the low-resolution reconstruction using a cubic interpolation layer with an upsampling rate of 10. Using denoising and super-resolution together gives better performance in the super-resolution, both quantitatively and qualitatively.

Table 7 shows the ablation studies performed to choose the best combination of MSE losses optimization for the super-resolution task. The three possible combinations are low-resolution reconstruction (LR), high-resolution reconstruction (HR), and both low and high-resolution reconstruction (LR+HR). The double loss optimization gives the model a more explicit representation of the low-resolution input data into the latent space (thanks to the LR reconstruction optimization) and, simultaneously, a denoised and super-resolution representation of the same signal thanks to the HR reconstruction optimization.

Table 8 shows performances of our super-resolution w/wo Denoising in ECG signals w/wo artifacts presence. The model can denoise the signal and shows similar performances in both corrupted and non-corrupted conditions, proving its strength in dealing with both environments.

Table 9 reports ablation studies performed to find the best architecture for the last block of the Decoder to obtain a better signal reconstruction and super-resolution.

<table>
<thead>
<tr>
<th>Denoising</th>
<th>Super-Resolution</th>
<th>Mean MSE (+/- STD)</th>
<th>SSIM</th>
<th>PSNR</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>X</td>
<td>0.1363</td>
<td>0.9169</td>
<td>14.1703</td>
<td>Reconstruction</td>
</tr>
<tr>
<td>V</td>
<td>X</td>
<td>0.0073</td>
<td>0.9939</td>
<td>22.9968</td>
<td>Reconstruction + Denoising</td>
</tr>
<tr>
<td>X</td>
<td>V</td>
<td>0.0686</td>
<td>0.9410</td>
<td>16.7092</td>
<td>Reconstruction + Super-Resolution</td>
</tr>
<tr>
<td>V</td>
<td>V</td>
<td>0.0058</td>
<td>0.9942</td>
<td>24.6254</td>
<td>Reconstruction + Denoising + Super-Resolution</td>
</tr>
</tbody>
</table>

Table 6: Ablation study to find the best combination of denoising and our Decoder-based super-resolution in case of noisy signals. Ablation studies performances computed only on the MI test set.

<table>
<thead>
<tr>
<th>Loss type</th>
<th>MSE (lower is better)</th>
<th>SSIM (higher is better)</th>
<th>PSNR (higher is better)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR (optimize reconstruction)</td>
<td>0.0073</td>
<td>0.9939</td>
<td>23.00</td>
</tr>
<tr>
<td>HR (optimize super-resolution)</td>
<td>0.0069</td>
<td>0.9935</td>
<td>23.45</td>
</tr>
<tr>
<td>LR+HR (optimize both)</td>
<td>0.0058</td>
<td>0.9942</td>
<td>24.62</td>
</tr>
</tbody>
</table>

Table 7: Ablation studies on the multiple-loss optimization technique. The super-resolution by optimizing only the LR reconstruction was performed as follows: denoised LR reconstruction using our DCAE-SR decoder + cubic interpolation (see Table 6 with Denoising and without our Decoder for super-resolution). Ablation studies performances computed only on the MI test set.

<table>
<thead>
<tr>
<th>Denoising</th>
<th>Noise</th>
<th>MSE (lower is better)</th>
<th>SSIM (higher is better)</th>
<th>PSNR (higher is better)</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>True</td>
<td>0.0058</td>
<td>0.9942</td>
<td>24.62</td>
</tr>
<tr>
<td>False</td>
<td>True</td>
<td>0.0686</td>
<td>0.9410</td>
<td>16.71</td>
</tr>
<tr>
<td>True</td>
<td>False</td>
<td>0.0054</td>
<td>0.9946</td>
<td>25.21</td>
</tr>
<tr>
<td>False</td>
<td>False</td>
<td>0.0056</td>
<td>0.9941</td>
<td>24.77</td>
</tr>
</tbody>
</table>

Table 8: Performance of DCAE and CAE based super-resolution models in different cases of noise presence. Ablation studies performances computed only on the MI test set.
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<table>
<thead>
<tr>
<th>Last Tanh</th>
<th>Mean MSE</th>
<th>SSIM</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>0.0040</td>
<td>0.9979</td>
<td>25.7013</td>
</tr>
<tr>
<td>V</td>
<td>0.0058</td>
<td>0.9942</td>
<td>24.6254</td>
</tr>
</tbody>
</table>

Table 9: Ablation study to find the most efficient architecture for the last block of each decoder. Ablation study performances computed only on the MI test set.

5 Conclusion

This research paper introduces the Denoised Convolutional AutoEncoder (DCAE) for Electrocardiogram (ECG) super-resolution. The study focuses on improving ECG signals’ resolution for better disease diagnosis and monitoring, using the PTB-XL dataset. The DCAE-SR model performs both super-resolution and denoising of ECG signals, showcasing superior performance over existing ECG super-resolution methods. The study highlights the critical role of individual ECG channels in super-resolution performance. Additionally, the inclusion of denoising capabilities within the super-resolution process improves the quality of the ECG signal and opens new avenues for applications. The study applies model explainability to shed light on the operational dynamics of the DCAE-SR model. The results lay a solid foundation for future research, including exploring the application of the model to other biomedical signals, integrating real-time processing capabilities, and further enhancing the model’s explainability.
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