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Background. Unintended biases introduced by optimization and machine learning (ML) models are of great interest to medical professionals. Bias in healthcare decisions can cause patients from vulnerable populations (e.g., racially minoritized, low-income) to have lower access to resources, exacerbating societal unfairness. Purpose. This review aims to identify, describe, and categorize literature regarding bias types, fairness metrics, and bias mitigation methods in healthcare decision making. Data Sources. Google Scholar database was searched to identify published studies. Study Selection. Eligible studies were required to present 1) types of bias 2) fairness metrics and 3) bias mitigation methods within decision-making in healthcare. Data Extraction. Studies were classified according to the three themes mentioned in the “Study Selection”. Information was extracted concerning the definitions, examples, applications, and limitations of bias types, fairness metrics, and bias mitigation methods. Data Synthesis. In bias type section, we included studies (n=15) concerning different biases. In the fairness metric section, we included studies (n=6) regarding common fairness metrics. In bias mitigation method section, themes included pre-processing methods (n=5), in-processing methods (n=16), and post-processing methods (n=4). Limitations. Most examples in our survey are from the United States since the majority of studies included in this survey were conducted in the United States. In the meanwhile, we limited the search language to English, so we may not capture some meaningful articles in other languages. Conclusions. Several types of bias, fairness metrics, and bias mitigation methods (especially optimization and machine learning-based methods) were identified in this review, with common themes based on analytical approaches. We also found topics such as explainability, fairness metric selection, and integration of prediction and optimization are promising directions for future studies.

Highlights:

- This review aims to articulate common bias types and fairness metrics and delves into applications of bias mitigation methods within the context of medical decision making.
- We explored optimization-based and machine learning-based methodologies for medical decision-making applications in a detailed manner.
- The relationship and restrictions of various fairness metrics were analyzed, which can help people understand and select appropriate fairness metrics based on the concrete scenario.
- We investigated multiple bias mitigation technologies that have not been applied in healthcare but can be easily extended to healthcare settings.
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An increasing number of healthcare researchers and practitioners are leveraging quantitative methodologies to improve decision-making. Optimization and machine learning (ML) models have proven to be extremely helpful in medical decision-making and health policy\(^1\). However,
such advanced decision-making methods can lead to inequitable outcomes as they do not give sufficient attention to underrepresented groups\(^2\), including those who are racially minoritized, low-income, or living in rural areas. Our survey presents a review of fair decision-making in healthcare, revealing how we can leverage methods such as fair optimization and ML to ensure people from disadvantaged groups also have sufficient access to healthcare.

The biases introduced by optimization and ML algorithms have become of special interest to practitioners and researchers\(^3,4\). Medical policies generated by reinforcement learning often afford black veterans fewer opportunities to receive cardiovascular screenings compared to white veterans\(^5\). Convolutional neural networks routinely underdiagnose Hispanic patients at a higher rate because Hispanic patients have limited access to healthcare resources\(^6\). Such bias may cause decision-makers to distribute fewer medical resources to racially minoritized subgroups. The COMPAS algorithm by Equivant is widely used by the American police system to evaluate the risk of recidivists and thus it influences sentencing decisions in court. However, racial biases in the outputs of the algorithm have been documented, specifically the underprediction of recidivism risks for white defendants and the overprediction of risks for black defendants.

Current literature reviews focus on the biases brought or perpetuated by ML prediction settings. For example, Ahmad and collaborators show that ML algorithms may show fewer satisfying outcomes in underrepresented groups since they have fewer data points from these populations\(^8\). Mishler and coauthors reveal that predictors are sensitive to distributions, and incorporating fairness definitions in predictors can help avoid fairness issues\(^9\).

The main difference between our work and the previous reviews is instead of prediction, we focus on fairness within the context of decision-making. It is worth noting our review has some overlaps with Smith et al.’s survey\(^5\). The major differences between our surveys are: 1) their work focuses on fairness in reinforcement learning exclusively, while our paper explores other in-process techniques like optimization and classification; 2) we review different pre-processing techniques, such as fair data transformers and natural language processing; 3) we review post-processing methods such as Laplacian smoothing and multi-accuracy approaches. The fairness-enhanced reinforcement learning in healthcare articles cited in Smith et al. are included in our review for completion purposes\(^10-13\). However, we refer the interested reader to their review for an in-depth description of these works.

### Methods

**Search Strategy**

For our systematic review, we searched the Google Scholar database for records related to fair decision-making in healthcare. The electronic search strategy used the terms "decision making" and "healthcare", combined with one of the terms in "bias", "fairness", or "equity", and one of the terms in "optimization", "machine learning", "deep learning", "reinforcement learning",...
"game", or "network". We include all records mentioning these keywords in the publication title, abstract, or full text. Chosen records focus on one of three domains: 1) bias types in decision-making; 2) fairness metrics; or 3) bias mitigation methods for healthcare decision-making. The publication language is restricted to English. The search’s last update was on February 21, 2024.

Study Eligibility
The articles’ titles and abstracts were screened by [], then the selected manuscripts were double-checked by []. Records were excluded if the publications: 1) did not address healthcare topics and cannot be extended to healthcare easily; 2) did not focus on decision making (e.g., papers focusing on predictions); 3) only included introductory text or conference abstract; or 4) did not focus on methodology. Of the remaining publications on methodology or review of fair decision-making in healthcare, the full text was screened by [] before the final discussion with []. The articles and surveys were categorized into three sections: bias in healthcare, fairness metrics, and bias mitigation methods. Furthermore, section of bias mitigation methods only includes articles mentioning an application of decision-making in healthcare with a methodological focus (i.e., we chose papers that use fair decision-making methodologies/algorithms to address healthcare issues). Discordance between reviewers was settled by discussion until the consensus had been achieved.

Fair decision-making concepts (i.e., types of bias, fairness metrics, or bias mitigation approaches) were extracted from the full text of the selected works by []. To ensure the accuracy and completeness of the extracted aspects, the selected concepts were double-checked by []. All chosen concepts were grouped into broad and non-overlapping sections to reflect their relations.

Results

Review Process
The systematic review led to 642 records, 158 of them were unrelated to the healthcare domain, and 176 of them did not focus on decision-making. Furthermore, 68 records were excluded because they were tutorial or conference abstracts. Of the remaining articles, 153 papers discuss fair decision making in healthcare without a focus on methodology. In the 87 papers left, we evaluate the full text. Twenty additional articles were excluded since they did not meet the inclusion criteria mentioned above. Of the remaining 67 papers, 18 were review papers. The flow diagram for the literature review is shown in Figure 1.

Study Characteristics
Of the 67 included papers, all concepts related to fair decision-making in healthcare were extracted. We create a structured and non-overlapping coverage. *Bias in Healthcare Decision Making* section categorizes biases into three categories: 1) algorithmic bias; 2) data bias; and 3) publication bias. *Fairness Metrics* section classifies fairness metrics as one of the following four types: 1) fairness through unawareness; 2) demographic parity; 3) equal opportunity; and 4) equal odds. *Bias Mitigation* section divides bias mitigation methods into three classes: pre-processing methods, in-processing methods, and post-processing methods.

**Bias in Healthcare Decision Making**

Biases can exist in data and algorithms, which may impede decision-making systems from generating equitable outcomes among subgroups. In this section, we summarize some sources of bias impacting decision making across healthcare domains. These biases can be categorized into one of the following classes: algorithmic bias, data bias, and publication bias. *Bias Mitigation* section of our survey will summarize methods addressing these biases.

**Algorithmic Bias**

Algorithmic bias stems from computational procedures failing to consider fairness in their execution\(^7\). For example, some vaccine allocation algorithms set overall social welfare as their objective function. This objective may exacerbate demographic disparities since underrepresented populations may have less access to vaccines\(^{14}\). Many optimization-based ambulance allocation models set the overall survival rate as the sole objective\(^{15}\). These models fail to take fairness into account because they do not consider ambulance availability across different populations, such as people with lower socioeconomic status. Algorithmic bias also exists in ML models. For instance, Samorani and coauthors have found that machine-learning-based scheduling models have a higher likelihood of assigning black people to overbooked slots because they have a higher historical no-show rate\(^{16}\).

**Data Bias**

Data bias refers to the unfairness generated by prejudiced data sources\(^{17}\). Socioeconomic and racial disparities in medical resource availability may lead to skewed datasets\(^{18}\). Two common data biases are aggregation biases and representation biases. Aggregation bias refers to the effect of aggregating data without considering disparities among subgroups\(^3,19\). Representation bias occurs when the data is not comprehensive and cannot represent the actual situation\(^{20}\). For instance, certain providers may have fewer electronic health records (EHR) about people from lower socioeconomic status as they may have limited access to healthcare. If decision-making models are built with data underrepresenting this population, the developed models may be biased against people with lower socioeconomic status\(^{21,22}\).

Another source of data bias is response bias, which occurs when data are labeled inconsistently or collected by unreliable methods. Response bias frequently happens in self-reported data or surveys because of some participants' inaccurate answers\(^{23}\). Since policymakers may harness data to make public health decisions, response bias can skew decision-making of some subpopulations\(^{24}\).
**Publication Bias**

Publication bias happens when the researchers' decision to publish a paper or not depends on the study results. Compared to studies without positive results, it is easier to publish medical studies with statistically significant and positive results\(^{25}\). This behavior may lead to overestimation of certain clinical treatments since only studies with satisfying outcomes are published. Medical practitioners may then make treatment decisions based on biased outcomes, giving rise to degraded patient outcomes for certain subgroups\(^{26,27}\).

**Fairness Metrics**

In this section, we present the evaluation of four types of biases: fairness through unawareness, demographic parity, equal opportunity, and equal odds.

**Fairness Through Unawareness**

Fairness through unawareness is the base fairness metric\(^6\). It does not consider any sensitive attribute during the decision-making process. However, simply ignoring sensitive attributes may not remove inequity, because other variables can be highly correlated with the sensitive traits. This method has been proven to be invalid in many cases\(^{28}\).

**Demographic Parity**

The demographic parity aims to ensure the actions generated from a decision-making model are independent of a sensitive attribute in the whole population\(^2\). Independence of sensitive attributes indicates the outcomes (i.e., expected cumulative rewards) must be equivalent in privileged and unprivileged groups\(^{29}\). The problem with demographic parity is it does not consider the population's ground-truth qualification.

**Equal Opportunity**

Similar to demographic parity, equal opportunity verifies whether the algorithmic recommendations for privileged and unprivileged groups are the same\(^7\). However, demographic parity applies to the entire population while equal opportunity applies solely to a truly qualified population. However, equal opportunity fails to investigate fairness among truly unqualified people.

**Equal Odds**

The equal odds ensures a decision-making model performs equally well across all groups\(^{30}\). It is more rigorous than demographic parity and equal opportunity since it not only requires decisions to be independent of a sensitive feature but also has equal outcomes for people with
different ground-truth outcomes. This metric states that algorithmic outcomes for majority and minority groups should be close among truly qualified and truly unqualified groups.

In summary, fairness through unawareness is the most straightforward metric but is invalid in many settings. Demographic parity evaluates if decision-making is independent of sensitive attributes. Equal opportunity measures whether decision-making is independent of sensitive attributes among a qualified group, which applies to smaller populations compared to demographic parity. Equal odds is the most rigorous metric since it ensures that algorithmic outcomes are independent of sensitive attributes among qualified and unqualified groups separately.

**Bias Mitigation**

In this section, we summarize different bias mitigation approaches used across healthcare domain. The methods can be categorized into pre-processing, in-processing, and post-processing. Pre-processing mechanisms clean and manipulate the input data before it is fed for constructing decision-making models. In-process methodologies refer to building unbiased algorithms directly. Post-processing methods calibrate the algorithmic outcomes to achieve fairness. The descriptions of pre-processing, in-processing, and post-processing bias mitigation methods are summarized in Supplemental Table 1 in the Appendix.

**Pre-Processing**

Datasets may be biased due to the sources discussed in *Bias in Healthcare Decision Making* section, which can cause skewed decisions. For instance, when a dataset is imbalanced, decisions may be skewed toward subpopulations with greater sizes. Pre-processing methods can help circumvent possible biases in this setting. There are four popular approaches for pre-processing: reweighting the underrepresented populations, resampling, natural language processing, and fair data transformers. Reweighting the underrepresented populations assigns greater weights to data of underrepresented subgroups, so the model can give sufficient attention to vulnerable populations. Resampling ensures the data is balanced (i.e., has an equal number of instances from each subgroup), hence the model can learn adequate information from all subgroups. Natural language processing gives computers the capability to understand and manipulate text like human beings. Natural language processing can remove sensitive attributes from text data before feeding the data to decision-making models. A fair data transformer is a processor that can extract feature vectors (i.e., numeric representations of an object of interest) from the input data in a fair way. Though fair data transformers have not been applied to healthcare so far, we can easily extend this approach to clinical areas. These four methods along with their respective reference, areas of application, and targeted fairness metrics are summarized in Table 2.

**In-Processing**
In-processing methodologies refer to building solution techniques to lessen the effect of biases in input data. Generally, there are two main branches under the umbrella of in-processing bias mitigation methods: optimization-based and ML-based methods. In-processing bias mitigation techniques are attracting increased attention within domains such as medical resource allocation, scheduling, and clinical treatment\textsuperscript{16,45}. Table 3 demonstrates the methods and the corresponding references and applications.

1. Optimization-based Techniques
There are mainly two ways to achieve fair decision-making through optimization algorithms: adding fair constraints or constructing fair objective function. Emergency department overcrowding has become a nationwide crisis in the last decade\textsuperscript{46}. To resolve the overcrowding issue, researchers have applied mixed integer programming to build fair medical resource distribution constraints. Mixed integer programming is a type of constrained optimization problem that allows for integer and continuous variables in its objective and constraints\textsuperscript{55}. An example of fair constraints is that Acuna and coauthors added equity constraints to ensure the minimal quality of care for every emergency is greater or equal to a threshold in an ambulance allocation situation\textsuperscript{46}.

Researchers have also leveraged stochastic optimization techniques to generate in-processing bias mitigation techniques. stochastic optimization optimizes an objective function while representing uncertainty through probability distributions\textsuperscript{56}. To optimize patient’s waiting time, it is possible to add fair constraints in stochastic optimization models to limit the expected difference between the maximum waiting time and minimum waiting time\textsuperscript{47}.

Another ubiquitous way to fulfill fairness requirements in healthcare decision-making is to modify the objective function of an optimization model. When medical resources are scarce, people from vulnerable groups such as low socioeconomic status may have lower access to them. To ensure fairness towards vulnerable populations, the objective function of an algorithm can be set to maximize the smallest number of allocated resources across all population subgroups.\textsuperscript{14} Such fair objective ensures each subgroup receives necessary medical support.

2. Machine Learning-based Techniques
We also witness the application of ML algorithms for fair healthcare decision-making. Reinforcement learning is a type of ML where the algorithms learn to make decisions by performing actions and observing the results in an environment of interest\textsuperscript{57}. Deep learning uses multiple neural network layers and activation functions to extract new features from the input data\textsuperscript{52}, and deep learning is capable of recapitulating and modeling complex patterns in data. Deep reinforcement learning is a combination of deep learning and reinforcement learning. Deep reinforcement learning can be applied to the Markov decision process (MDP)
model. An MDP is a mathematical framework used for modeling decision-making in situations where outcomes are partly random and partly under the control of a decision-maker\textsuperscript{58}. In practice, an MDP may encompass a massive number of system configurations (i.e., states), becoming computationally intractable by traditional reinforcement learning methods. However, deep reinforcement learning can take advantage of deep learning to represent a policy (i.e., sequence of procedures for decision-making at each state) as a neural network and learn to find a policy that optimizes model outcomes (i.e., rewards)\textsuperscript{51}. Yang et al redefine the rewards of deep reinforcement learning to achieve fairness\textsuperscript{12}. In their approach, the rewards of a certain subgroup are adjusted by the group size, and subgroups with smaller sizes are assigned with greater rewards. This definition of rewards helps the model give more attention to minority groups.

Fair survival models provide an additional tool for decision-making in healthcare settings\textsuperscript{54}. Traditional survival analysis estimates the time until an event of interest. Fair survival models incorporate event probabilities and fairness metric violations. Specifically, the objective function of fair survival model incorporates both the log-likelihood of a Cox proportional-hazards model, which measures the probability of getting a disease during a certain period, and the fairness metric, which is the difference between the largest and lowest disease probabilities within a group\textsuperscript{60}. Thereafter, they feed the input data to train the model. The fair model's outcome is used to generate a waitlist of patients, which decides the sequence of resource allocation.

While it has not been applied to healthcare settings yet, the multi-objective MDP is a promising approach to alleviate the potential effect of bias. This model is an extension of the traditional MDP with the difference that the reward function depends on a utility objective and a fairness objective. Ge and coauthors have applied the Pareto frontier to identify the policy that optimizes weights of objectives regarding utility and fairness elements\textsuperscript{53}. Specifically, they apply reinforcement learning to learn the optimal weight for each objective. Their result shows there exists a trade-off between utility and fairness performance, and we can choose the final recommendation based on user preferences\textsuperscript{53}. Though multi-objective MDP has not been applied to fair decision-making in healthcare yet, it is possible to deploy these methods to generate fair clinical decisions. For example, if we need to guarantee similar vaccination rates between males and females, we can add this fairness objective into our model. The Pareto frontier can return optimal solutions that consider both vaccine utility and distribution fairness.

The Constrained Markov Decision Process (CMDP) is another prospective direction. Compared to traditional MDP, CMDP can accommodate fair constraints in deep learning framework. In CMDP, we can formulate the cost function regarding fairness, and we can only choose policies leading to fairness cost less or equal to the threshold\textsuperscript{13}. This method has not been utilized in fair healthcare decision-making yet. However, we can model fairness metrics as constraints, and choose a set of policies that satisfy these constraints. Afterward, we can investigate which policy in this set gives the optimal discounted cost.
**Post-Processing**

Post-processing methods calibrate algorithmic outcomes to achieve fairness. The Laplacian smoothing method is a technique to reduce the noise of the data while preserving the important characteristics of the solution technique. We can take advantage of Laplacian smoothing to guarantee comparable results of similar individuals while preserving satisfying cost of loss function. Laplacian smoothing can be extended to healthcare. For example, after a reinforcement learning algorithm produces treatment plans, a Laplacian smoothing method can guarantee comparable treatment plans are assigned to similar individuals.

We can also apply multi-accuracy approach to combine several weak learners to achieve high accuracy rates among all subpopulation groups. After obtaining results from several pre-trained weak learners, multi-accuracy can assign larger weights to samples that are identified incorrectly in weak learners. Subsequently, the following weak learners pay extra attention to mistaken samples from underrepresented subpopulations and adjust their results accordingly. Multi-accuracy can produce accurate and fair classification, therefore, physicians can deploy algorithm-based diagnoses to achieve fair medical outcomes.

Lastly, the clinical expertise of medical practitioners may help increase fairness in ML algorithms. For example, reinforcement learning techniques can suggest several near-equivalent actions, then we can rely on clinicians’ opinions to decide what actions can lead to the fairest outcome. This approach enables improved decisions while adhering to clinical standards, and it leverages practitioners’ experience. Therefore, by embedding clinical suggestions, we can reduce bias in an explainable manner. The post-processing bias mitigation methods included are shown in Table 4.

**Discussion**

This review summarized the state-of-the-art fair decision-making approaches in healthcare settings. We found that even though a plethora of fairness methods have been proposed, most of them focused on prediction rather than decision-making.

**Major Contributions**

The main takeaway of the survey is that we explore two kinds of in-processing methodologies in a detailed manner: optimization-based methodologies and machine learning-based methodologies. Optimization-based techniques fulfill fairness by modifying objective functions or adding fair constraints. Mixed-integer programming and stochastic optimization are the mainstream methodologies to implement optimization-based models. Machine learning-based
approaches incorporate fairness in loss functions, and then learn parameters or decision rules to minimize the loss function. The survey investigates three machine learning-based techniques to achieve fairness: reinforcement learning, deep learning, and fair survival analysis.

Another contribution of the survey is that we explored multiple bias mitigation technologies that have not been applied in healthcare and illustrated how they may be extended to healthcare settings. Such bias mitigation techniques covered in the survey are the fair data transformer in pre-processing, several reinforcement learning techniques in in-processing, and Laplacian smoothing and multi-accuracy in post-processing.

Last but not least, we discuss the relationship and restrictions of fairness metrics mentioned in the survey. Based on metrics' relationship and properties, medical practitioners and researchers can decide what metric they want to employ based on the specific context.

Given the growing importance of optimization and machine learning-based decision-making approaches in healthcare, fairness considerations and bias-mitigation approaches are becoming increasingly vital. Our survey may aid practitioners in 1) understanding potential sources of bias in decision-making; 2) choosing the appropriate fairness metric before making decisions; and 3) selecting the appropriate pre-processing, in-processing, and post-processing techniques to reduce bias. In conclusion, this survey has shed light on the current state and challenges of fair decision making in healthcare, highlighting the crucial need for continuous improvement in policies and practices to ensure equitable and just healthcare outcomes for all individuals.

**Future Research Directions**

Based on the current literature regarding fair decision making in healthcare, we find several promising directions to explore in the future. The first promising field is algorithm explainability. Many decision-making algorithms in healthcare are considered as black boxes, which are hard to understand. This lack of explainability is an obstacle for practitioners to identify if the model is relying on biased features\(^{52,65}\). Another emerging field is the study of what fairness metric to apply under a certain context. Researchers have found that different fairness metrics can be incompatible\(^{64,66}\), so we cannot expect a model to satisfy all fairness metrics. It is also worthwhile to cross the gap between prediction and fair decision-making. Current research usually follows a "prediction then optimization" pipeline, but we can explore innovative models to incorporate in the loss function the decision error induced by prediction\(^{67}\). Therefore, the model can achieve fair prediction and fair optimization concurrently.

**Study Limitations**

The survey contains limitations. Since the most relevant research projects to this review were conducted in the United States, most examples in our paper were cases in this country. Thus, the review may not sufficiently reflect the reality in other parts of the world. In addition, we limit our search to articles in English, so we are unable to capture insightful publications in other
languages. Finally, we might have missed keywords during our literature review and did not capture some works that used excluded terms.

Conclusion
This study provides how to fulfill fair medical decision-making, especially via optimization and machine learning. It is worth noting that most studies of fair methods were conducted within prediction rather than decision-making. We first presented different categories of biases for data and models, including algorithmic bias, data bias, and publication bias. Then, we described multiple fairness metrics that have been used to evaluate the model's fairness, including fairness through unawareness, demographic parity, equal opportunity, and equal odds. The survey categorizes the literature on fair decision-making methods in healthcare into pre-processing, in-processing, and post-processing bias mitigation methods. The pre-processing section articulates how to adjust or transform data to avoid unfairness, which includes methods of reweighting, resampling, natural language processing, and fair data transformer. In-processing section summarizes modeling methodologies to lessen the effect of biased input data. We focus on optimization-based methodologies and machine learning-based methodologies for fair decision-making, and clinical applications of these methodologies are also covered. The post-processing section elucidates methods to calibrate algorithmic outcomes to accomplish fairness.

Fairness in decision-making is an emerging field, poised to substantially reduce social inequities and improve the overall well-being of underrepresented subgroups. Our review can increase the awareness of fairness in healthcare decision making, as well as facilitate the selection of appropriate fairness metrics and decision-making approaches under varying scenarios.
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### Tables

#### Table 1: Definition of fairness metrics

<table>
<thead>
<tr>
<th>Metric type</th>
<th>Metric definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairness through unawareness</td>
<td>Measures whether a model contains sensitive variables</td>
</tr>
<tr>
<td>Demographic parity</td>
<td>Measures whether the decision-making is independent of sensitive attributes in the whole population</td>
</tr>
<tr>
<td>Equal opportunity</td>
<td>Measures whether decision-making is independent of sensitive attributes among a qualified group</td>
</tr>
<tr>
<td>Equal odds</td>
<td>Measures whether decision-making is independent of</td>
</tr>
</tbody>
</table>
sensitive attributes for both qualified and unqualified groups

Table 2: Pre-processing bias mitigation methods.

<table>
<thead>
<tr>
<th>Method(s)</th>
<th>Reference(s)</th>
<th>Area of application</th>
<th>Fairness metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reweighting</td>
<td>Nilsson et al. 39</td>
<td>Medical diagnosis</td>
<td>Demographic parity</td>
</tr>
<tr>
<td></td>
<td>Kumar et al. 36</td>
<td>Medical diagnosis</td>
<td>Demographic parity</td>
</tr>
<tr>
<td>Resampling</td>
<td>Chawla et al. 37</td>
<td>Treatment design</td>
<td>Demographic parity</td>
</tr>
<tr>
<td>Natural language</td>
<td>Minot et al. 38</td>
<td>Medical diagnosis</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td>processing</td>
<td>Biswas et al. 32</td>
<td>N/A</td>
<td>Demographic parity</td>
</tr>
</tbody>
</table>

Table 3: In-processing bias mitigation methods

<table>
<thead>
<tr>
<th>Optimization/Machine learning</th>
<th>Method(s)</th>
<th>Reference(s)</th>
<th>Area of application</th>
<th>Fairness metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization</td>
<td>Mixed-integer Programming/Stochastic Optimization</td>
<td>Acuna et al. 46</td>
<td>Medical resource allocation</td>
<td>Demographic parity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ala et al. 47</td>
<td>Appointment scheduling</td>
<td>Demographic parity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Munguía-López et al. 14</td>
<td>Medical resource allocation</td>
<td>Equal odds</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lodi et al. 48</td>
<td>Medical resource allocation</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Radovanović et al. 49</td>
<td>Medical resource allocation</td>
<td>Demographic parity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ponce-Ortega 50</td>
<td>Appointment scheduling</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td>Machine learning</td>
<td>Reinforcement learning</td>
<td>Budhiraja et al. 31</td>
<td>Medical scheduling</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chakraborty et al. 32</td>
<td>Clinical treatment</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lu 10</td>
<td>Clinical</td>
<td>Equal odds</td>
</tr>
<tr>
<td>Optimization/Machine learning</td>
<td>Method(s)</td>
<td>Reference(s)</td>
<td>Area of application</td>
<td>Fairness metric</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------</td>
<td>--------------</td>
<td>---------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yang et al.</td>
<td>Clinical treatment</td>
<td>Demographic parity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tang et al.</td>
<td>Clinical treatment</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td>Deep learning</td>
<td></td>
<td>Ge et al.</td>
<td>N/A</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ge et al.</td>
<td>N/A</td>
<td>Demographic parity</td>
</tr>
<tr>
<td>Fair survival analysis</td>
<td></td>
<td>Budhiraja et al.</td>
<td>Medical scheduling</td>
<td>Equal opportunity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lu M</td>
<td>Clinical treatment</td>
<td>Demographic parity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Keya et al.</td>
<td>Medical resource allocation</td>
<td>Demographic parity</td>
</tr>
</tbody>
</table>

**Figures**

**Figure 1:** Flow diagram for the systematic literature review of published fair decision making in healthcare.
### Appendix

#### Supplemental Table 1: Bias-mitigation methods and descriptions

<table>
<thead>
<tr>
<th>Stage</th>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td>Reweighting</td>
<td>Assign greater weights to underrepresented instances.</td>
</tr>
<tr>
<td></td>
<td>Resampling</td>
<td>Randomly under-sample the majority groups (or over-sample the minority groups).</td>
</tr>
<tr>
<td></td>
<td>Natural language</td>
<td>Remove sensitive attributes from text data before feeding data to decision making algorithms.</td>
</tr>
<tr>
<td></td>
<td>processing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fair data transformer</td>
<td>T techniques used to transform input data and reduce biases.</td>
</tr>
<tr>
<td>In-processing</td>
<td>Mixed-integer</td>
<td>A type of constrained</td>
</tr>
<tr>
<td>Programming Optimization Problem</td>
<td>That allows for integer and continuous variables.</td>
<td></td>
</tr>
<tr>
<td>----------------------------------</td>
<td>--------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Reinforcement learning</td>
<td>Algorithms that learn to make decisions by performing actions and observing the results in a given environment.</td>
<td></td>
</tr>
<tr>
<td>Deep reinforcement learning</td>
<td>Uses multiple neural network layers and activation functions to extract new features from the input data.</td>
<td></td>
</tr>
<tr>
<td>Fair survival analysis</td>
<td>Survival analysis adds a fairness penalty in the loss function to ensure equity.</td>
<td></td>
</tr>
<tr>
<td>Post-processing</td>
<td>Laplacian smoothing</td>
<td>A technique to reduce the noise of the data while preserving the important characteristics of the solution approach.</td>
</tr>
<tr>
<td>Multi-accuracy</td>
<td>A technique to convert several weak learners into a strong one to achieve high accuracy rates among all subpopulation groups.</td>
<td></td>
</tr>
</tbody>
</table>