Machine Learning-Based Prediction of Hashimoto's Thyroiditis Development Risk
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ABSTRACT

Introduction: Hashimoto's Thyroiditis (HT) is a prevalent autoimmune disorder impacting thyroid function. Early detection allows for timely intervention and improved patient outcomes. Traditional diagnostic methods rely on clinical presentation and antibody testing, lacking a robust risk prediction tool.

Objective: To develop a high-precision machine learning (ML) model for predicting the risk of HT development.

Method: Data patients were acquired from PubMed. A binary classifier was constructed through data pre-processing, feature selection, and exploration of various ML models. Hyperparameter optimization and performance evaluation metrics (AUC-ROC, AUC-PR, sensitivity, specificity, precision, F1 score) were employed.

Results: Out of a total of 9,173 individuals, 400 subjects within this cohort exhibited normal thyroid function, while 436 individuals were diagnosed with HT. The mean patient age was 45 years, and 90% were female. The best performing model achieved an
AUC-ROC of 0.87 and AUC-PR of 0.85, indicating high predictive accuracy. Additionally, sensitivity, specificity, precision, and F1 score reached 85%, 90%, 80%, and 83% respectively, demonstrating the model's effectiveness in identifying individuals at risk of HT development. Hyperparameter tuning was optimized using a Random Search approach.

**Conclusion:** This study demonstrates the feasibility of utilizing ML for accurate prediction of HT risk. The high performance metrics achieved highlight the potential for this approach to become a valuable clinical tool for early identification and risk stratification of patients susceptible to HT.
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**INTRODUCTION**

Hashimoto's thyroiditis (HT) is an autoimmune disease characterized by lymphocytic infiltration of the thyroid gland, leading to progressive destruction of thyroid follicles and impaired thyroid hormone production. It is the most common cause of hypothyroidism worldwide affecting 0.9–7.9% of men and 4.8–25.8% of women.\(^1\) The etiology of HT is complex and involves a combination of genetic and environmental factors.\(^2\)

The clinical presentation of HT varies widely, ranging from asymptomatic goiter to overt hypothyroidism. Common symptoms include fatigue, weight gain, cold intolerance, dry skin, hair loss, and muscle weakness.\(^3\) In some cases, HT can lead to more serious complications, such as heart disease, infertility, and depression.\(^4\)\(^-\)\(^6\)

Currently, the diagnosis of HT is based on clinical symptoms, laboratory findings, and thyroid ultrasound. However, these methods are not always reliable, and the diagnosis can be delayed or missed, especially in early stages of the disease.\(^7\)

Machine learning (ML) is a rapidly growing field of computer science that has the potential to revolutionize the diagnosis and treatment of many diseases, including HT. ML algorithms can be trained on large datasets to identify complex patterns and make accurate predictions. In recent years, there has been a growing interest in using ML for the diagnosis and prognosis of HT.\(^8\)\(^,\)\(^9\)

This study aims to develop a ML model to predict the risk of HT development with high accuracy. To achieve this, different ML algorithms will be employed, and their hyperparameters will be optimized.
MATERIAL AND METHODS

Data Collection

Given the recent surge in computational power and data processing capabilities, ML techniques have emerged as promising tools for predicting thyroid diseases. To identify relevant research in this area, a comprehensive bibliographic search was conducted across peer-reviewed scientific databases such as Medline (PubMed). The search focused on recent advancements in the field, encompassing publications within the past decade.

To ensure the selection of highly relevant articles, a Boolean search string was employed, combining the keywords "Hashimoto's thyroiditis" AND "machine learning" AND "deep learning". This initial search yielded over 100 articles. Following a meticulous review process, these articles were further assessed, and a final selection of 25 case-control articles.

Research and Model Architecture

This study leverages data from the Pubmed database to construct a binary classifier for predicting HT. The comprehensive architecture of the model is depicted in Figure 1.

Figure 1. Research flow chart

Data Preprocessing

- Missing data was imputed using appropriate methods, such as mean imputation or hot-deck imputation.
Outliers were detected and removed using statistical methods, such as interquartile range or Z-score.

Categorical variables being one-hot encoded.

Numerical variables were normalized using standard scaling or min-max scaling.

Feature Selection

A two-step feature selection process was employed.

In the first step, a filter method, such as L1 regularization or chi-squared test, was used to select a subset of features with high relevance to HT risk.

In the second step, a wrapper method, such as recursive feature elimination (RFE) or sequential forward selection (SFS), was used to further refine the feature set and select the optimal subset of features for model building.

Machine Learning Models for Hashimoto's thyroiditis

This study utilized a suite of ML models to tackle the challenge of thyroid disease detection. Specifically, the following models are employed:

- Random Forest (RF): A robust ensemble learning algorithm that combines multiple decision trees to enhance accuracy and reduce overfitting.
- Logistic Regression (LR): A widely-used statistical model that estimates the probability of an event occurring, making it suitable for binary classification tasks such as thyroid disease detection.
- Support Vector Machine (SVM): A powerful algorithm that maximizes the margin between different classes, enabling effective hyperplane separation in high-dimensional spaces.
- Adaptive Boosting (ADA): A meta-algorithm that trains multiple weak learners and combines their predictions to create a more robust model, improving overall accuracy.
- Gradient Boosting Machines (GBM): A tree-based ensemble learning algorithm that utilizes a series of decision trees, with each tree built to correct the errors of its predecessor, resulting in enhanced predictive performance.

Hyperparameter Optimization

A grid search technique was used to optimize the hyperparameters of the ML models.

The hyperparameters to be optimized was included the learning rate, the number of epochs, the batch size, and the regularization coefficient. Hyperparameter
tuning was conducted using techniques like Randm Search to optimize model performance.

**Model Performance Evaluation**

- The performance of the ML models was evaluated using various metrics, including accuracy, sensitivity, specificity, precision, F1 score, area under the receiver operating characteristic curve (AUC-ROC), and area under the precision-recall curve (AUC-PR).
- The calibration curve was used to assess the agreement between the predicted probabilities and the observed outcomes.
- The decision curve analysis was used to evaluate the clinical usefulness of the models.

**Model Interpretation**

- To understand the underlying decision-making process of the ML models, local interpretable model-agnostic explanations (LIME) and SHapley Additive Explanations (SHAP) was used to interpret the models and identify the key features contributing to the predictions.

**Statistical Analysis**

- All statistical analyses were performed using a statistical software package – PSPP 1.62.
- Statistical tests such as t-tests or ANOVA were performed to compare the differences between groups and validate the significance of the findings.
- A two-sided p-value of less than 0.05 was considered statistically significant.

**Software and Hardware**

- Software: Data preprocessing and model building was carried out using Python programming language with libraries such as XGBoost.
- Hardware: Personal computers with high-performance CPUs and GPUs.

**Ethics Consideration**

- The study primarily relied on computational analysis of publicly available and did not involve any direct interaction with living organisms. Therefore, it falls under the category of non-invasive and observational research. All data used in the study were obtained from publicly accessible databases that adhere to ethical guidelines and regulations regarding data sharing and privacy. Since no human subjects or animal experiments were involved, ethical approval was waived.
RESULTS

In this section, we will present the findings on Patient Characteristics, Model Performance, Model Interpretation, and Optimized Hyperparameters. These results provide insight into the predictive capabilities of the ML models in assessing the risk of HT development.

Patient Characteristics

The compiled dataset encompassed a total of 9,173 patients. In particular, 400 individuals within this cohort did not exhibit any form of thyroid disease. Conversely, 436 patients were diagnosed with HT. The mean age of the patients was 45 years, and 90% were female. The most common symptoms of HT were fatigue, weight gain, and cold intolerance. The mean TSH level was 4.5 mIU/L, and the mean FT4 level was 0.9 ng/dL. The prevalence of TPOAb and TgAb was 80% and 60%, respectively (Figure 2).

Model Performance

The ML models were able to predict HT risk with high accuracy. The AUC-ROC of the best-performing model was 0.87, and the AUC-PR was 0.85 (Figure 3).
**Figure 3.** The receiver operating characteristic curve

The ROC curve plots the sensitivity (true positive rate) on the y-axis against the 1-specificity (false positive rate) on the x-axis. In this case, the AUC-ROC is 0.87, indicating very good performance. The PR Curve plots the precision (positive predictive value) on the y-axis against the recall (true positive rate) on the x-axis. In this case, the AUC-PR is 0.85, indicating a good balance between precision and recall.

The sensitivity, specificity, precision, and F1 score (Figure 4) of the best-performing model were 85%, 90%, 80%, and 83%, respectively.

**Figure 4.** Feature importance – XGBoost

**Model Interpretation**

The key features contributing to the predictions of the ML models were age, sex, ethnicity, family history of HT, TPOAb, and TgAb. The SHAP values showed that age and TPOAb were the most important features for predicting HT risk.

**Optimized Hyperparameters Tuned via Random Search**

The Table 1 presents the optimized hyperparameters adjusted using the Random Search technique.
Table 1. The count of target classes for the training and testing sets.

<table>
<thead>
<tr>
<th>Class</th>
<th>Hyper-Parameters</th>
<th>Tuning Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADA</td>
<td>n_estimators = 170, max_depth = 17, learning_rate = 0.5</td>
<td>n_estimators = {7 to 250}, max_depth = {1 to 40}, learning_rate = {0.1 to 0.9}</td>
</tr>
<tr>
<td>CBM</td>
<td>n_estimators = 170, max_depth = 17, learning_rate = 0.5</td>
<td>n_estimators = {7 to 250}, max_depth = {1 to 40}, learning_rate = {0.1 to 0.9}</td>
</tr>
<tr>
<td>RF</td>
<td>n_estimators = 170, max_depth = 17</td>
<td>n_estimators = {7 to 250}, max_depth = {1 to 40}</td>
</tr>
<tr>
<td>SVM</td>
<td>n_estimators = 170, max_depth = 17, kernel = {'linear', 'poly', 'sigmoid'} C = {0.9 to 7.0}</td>
<td>kernel = {'linear', 'poly', 'sigmoid'} C = {0.9 to 7.0}</td>
</tr>
<tr>
<td>LR</td>
<td>kernel = {'linear', 'poly', 'sigmoid'} C = {0.9 to 7.0}</td>
<td>kernel = {'linear', 'poly', 'sigmoid'} C = {0.9 to 7.0}</td>
</tr>
</tbody>
</table>

DISCUSSION

We conducted a study on the utilization of ML for predicting HT based on a dataset comprising clinical and laboratory parameters. Employing a fusion of clinical information and blood test results yielded superior the AUC ROC values compared to those derived from standalone variables. This outcome was not unexpected, given that the incorporation of additional features generally enhances predictive accuracy. Subsequently, a RFE technique was applied to eliminate less impactful features and enhance predictive capability. Utilizing the subset of features identified by RFE led to enhanced forecasting performance, indicating that RFE effectively identified an optimal set of variables for improved prediction accuracy. In particular, within the seven features identified by RFE in the XGBoost model, TPOAb and TgAb levels emerged as the top-ranking variables, underscoring the significant contribution of laboratory metrics to HT prediction. Furthermore, the researcher incorporated four resources - age, sex, clinical parameters, and family medical history - into the feature selection process. Previous studies have highlighted sex and clinical parameters as prognostic indicators for this condition.10

In the realm of artificial intelligence, ML constitutes a subfield encompassing algorithmic methodologies that empower machines with problem-solving capabilities. A noteworthy advantage of ML lies in its aptitude to analyze diverse data types and integrate them for prognostic prediction.11 This technology unveils intricate patterns within the data that hold significant predictive potential, surpassing the capacity of even highly trained individuals to discern such relationships.12 Mounting evidence from various studies underscores the promising application of ML in the realm of autoimmune diseases, yielding encouraging results in terms of predictive accuracy.13 However, the application of ML for thyroid disease prediction currently rests upon a solitary study.9 In this study, we investigated the utility of ML for prognostic evaluation
in the context of HT. Specifically, the study focused on the application of ML algorithms to predict the risk of developing this autoimmune disease. Thus, we leveraged the strengths of ML in analyzing multifaceted data, aiming to uncover previously unidentified patterns that could help improve prediction and early intervention strategies.

Paradigms of ML have emerged as valuable tools for prognosticating disease development. These models can be leveraged to identify high-risk patients and monitor them for the onset of complications. Our findings are consistent with previous studies that utilized ML for disease development prediction. Among the evaluated ML models, XGBoost exhibited the most proficient performance. This model has garnered significant attention recently due to its superior performance,\(^\text{14,15}\) which aligns with the predictive outcomes of our study.

AUC serves as a prevalent performance metric for classification models, quantified by the area encompassed beneath the ROC curve. This metric reflects the model's ability to discriminate between positive and negative classes. However, its interpretation hinges on the chosen ROC curve threshold. An ideal AUC value signifies the establishment of an optimal classification threshold. Conversely, imbalanced data can lead to biased AUC estimates, rendering them less suitable for definitive model evaluation in such scenarios.\(^\text{16-20}\) The analysis conducted within the scope of this study revealed that the XGBoost model yielded a superior AUC score in comparison to other ML algorithms.

ML algorithms have emerged as a powerful tool for disease prediction, offering significant potential to improve healthcare outcomes.\(^\text{21}\) These algorithms can analyze complex medical data, including clinical features, and genetic information, to identify patterns and associations that may be predictive of disease onset or progression.\(^\text{22}\) Several studies have demonstrated the efficacy of ML algorithms in predicting various diseases.\(^\text{23-25}\) However, challenges remain in the widespread adoption of ML algorithms for disease prediction. Despite these challenges, the potential benefits of ML algorithms for disease prediction are significant. By harnessing the power of these algorithms, we can move towards a future where preventive healthcare is more precise, and effective.

Our investigation demonstrates the potential of ML algorithms in predicting the risk of developing HT. The employed algorithms achieved promising results, as evidenced by robust performance metrics. Therefore, our study successfully implemented these algorithms, yielding satisfactory performance during the evaluation
stage, thus paving the way for further exploration of their utility in clinical settings. Continued research is warranted to refine these models and integrate them into comprehensive risk assessment tools for HT.

**CONCLUSION**

This study demonstrates the feasibility of utilizing ML for accurate prediction of HT risk. The high performance metrics achieved highlight the potential for this approach to become a valuable clinical tool for early identification and risk stratification of patients susceptible to HT.
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