Deep Learning Approach to Measure Alveolar Bone Loss After COVID-19
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Abstract

Severity of periodontal disease may be determined by measurement of alveolar crestal height (ACH) on dental bitewing radiographs; however, the prevailing method of assessment is through visualization which is time consuming and not a direct measure. The primary objective of this manuscript is to create and validate a deep learning technique for precise evaluation of alveolar bone loss in bitewing radiographs. Additionally, surveys were conducted with dental professionals to determine accuracy of visualized measures of ACH for severe periodontal disease versus the deep learning program and to determine the acceptability of utility of the program among diverse dental professionals. Lastly, the deep learning program was utilized in research to evaluate the role of COVID on periodontal disease through longitudinal measures of bitewing radiograph ACH from patients during the: "pre-pandemic" (Feb 2017 - Feb 2020) and "post-pandemic" (Feb 2020 - Feb 2023) periods. The pre-pandemic group had a mean percentage loss of ACH of -1.74 + 16.5%, representing a gain in alveolar bone. In contrast, the post-pandemic group had a gain in ACH of 2.46 + 14.6%, representing a loss in alveolar bone. There remained a trend for greater annualized percent change in ACH in the post-pandemic vs pre-pandemic group (1.33 + 11.9% vs -0.94 + 12.5%, p=0.07), after accounting for differences in duration between x-rays. Overall, this study demonstrates the successful training and validation of a deep learning program for ACH measurement as well as its utility and acceptability among dental professionals for clinical and research.
I. Introduction

Various medical domains have widely employed deep learning (DL) models, encompassing tasks such as the identification of anatomical structures and the detection of pathological findings on radiographic images [1-3]. In dentistry, advanced DL models present an opportunity for an objective and dependable means of diagnosis clinically significant periodontal disease and tracking progression of periodontal disease. Alveolar crestal height (ACH), defined as the distance in mm between the cemento-enamel junction (CEJ) and the alveolar crest (AC) visualized on dental x-rays, is an objective measure of alveolar bone loss associated with periodontal disease. Based upon the American Academy of Periodontology update to the 1999 Classification of Periodontal Diseases and Conditions, severe (advanced) periodontal disease can be classified by ACH of >5mm [4]. The prevailing method for measuring ACH on x-rays involves visually analyzing intra-oral radiographs, which is prone to errors [3]. Numerous research efforts have employed deep learning models to assess alveolar bone levels using panoramic radiographs [3, 5-7]. Despite this, a standardized approach for measuring alveolar bone levels has yet to be universally agreed upon. In our study, we detail the development and training of deep learning algorithms, leveraging training, validation, and test datasets that have been carefully curated by an oral radiologist. The primary objective of this study was to 1) introduce a new DL-based program for automatic calculation of the ACH (Fig. 1), 2) conduct a survey among dental professionals regarding their usage of this app, and 3) demonstrate the utility of the program as a research tool through a case study of longitudinal change in ACH among dental patients before and after the COVID pandemic.
Figure 1. Input and Output of Overall Conglomerate of the Deep Neural Networks. Input bitewing radiographs are fed into sequential deep neural networks to produce output images overlaid with the calculated ACH length measurements. ACH greater than 5mm is highlighted in magenta.
COVID originated as a pneumonia outbreak in the province of Wuhan, China in December 2019. The virus was declared a pandemic on May 11, 2020 by the World Health Organization (WHO) [8]. During the year of 2020, the New York City hospital system was overflowing with patients who were diagnosed with COVID. The most common routes of transmission of COVID are direct transmission such as cough, sneeze and droplet inhalation. However, the virus may also be transmitted through contact with oral, nasal and eye mucous membranes [9]. SARS-COV-2 is a single stranded RNA virus which has a spike protein (S-protein) which allows it to adhere and invade the host cells [10]. The S-protein binds to angiotensin-converting enzyme 2 (ACE-2) which is seen in the lungs, kidneys and myocardial cells [11]. In addition to the lungs, kidneys and myocardial cells, ACE-2 is also found intraorally on the salivary glands and the tongue, making the oral cavity one of the first entry points [12]. Periodontitis a common cause of dental alveolar bone loss. Periodontal disease is a chronic inflammatory condition which is caused by several microorganisms such as F. nucleatum, P. gingivalis and P. Intermedia [13]. There have been many studies completed on the relationship of periodontal disease and systemic conditions. Periodontal disease and COVID share similar risk factors and comorbidities which may increase the severity of the outcomes [14].

In a previous study examining the relationship of periodontal disease and COVID, we found that patients who were diagnosed with COVID by a positive PCR test had higher ACH than a control group with a positive COVID test, and greater change in ACH suggestive of greater alveolar bone loss in the 2 years preceding their COVID positive test [15]. However, these findings may reflect a recruitment bias, since patients receiving COVID diagnoses early in the pandemic were also more likely to have co-morbidities such as hypertension, cardiovascular disease and diabetes [16]. The patient population with a higher risk of complications secondary to COVID may have also experienced dental alveolar bone loss due to other pre-existing periodontal comorbidities [17]. In this follow up study, we will perform longitudinal analyses of ACH from dental x-rays of patients from the same clinic as our prior study, using the DL model, and compare change in ACH in pre-pandemic” group with patient data spanning from February 1st, 2017 to February 1st, 2020 and the second “post-pandemic” group contained patient data spanning from February 1st, 2020 to February 1st, 2023. Our hypothesis was that there would be greater alveolar bone loss in the post-pandemic vs. the pre-pandemic group.
II. Materials and Methods

1. Artificial Intelligence- Deep Learning

In this study, a conglomerate of five deep neural networks was used to automate the ACH levels in bitewing radiographs. Initially, two object detection networks were employed to locate the coordinates ABCL and CEJ in the input radiographs (Fig. 2B). Subsequently, a semantic segmentation neural network was used to determine the pixel positions of ABCL (Fig. 2C), following which a best-fit line was drawn between the ABCL of the maxillary and mandibular arches to partition the upper and lower ABCL and CEJ (Fig. 2D). Polynomial curves were then fitted to the ABCL and CEJ points of both arches (Fig. 2E). Further, two semantic segmentation neural networks were utilized to identify the pixel locations of teeth in the radiographs (Fig. 2F). The tooth outlines from the previous tooth segmentation were then used to draw ACH = CEJ-ABCL if the outlines crossed both polynomial lines (Fig. 2G). Finally, the ACH levels were superimposed on the original input bitewing radiographs and provided as outputs (Fig. 2H). Examples of inputs and outputs of the conglomerate networks are shown in Figure 1.
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Figure 2. Analysis Workflow of the Conglomerate of the Deep Neural Networks. (A) Input bitewing radiograph. (B) Two object detection networks located the coordinates of ABCL and CEJs in the input radiographs. (C) A semantic segmentation neural network determined the pixel positions of ABCL. (D) A best-fit line was drawn between the ABCLs of the maxillary and mandibular arches to partition the upper and lower ABCLs and CEJs. (E) Polynomial curves were then fitted to the ABCL and CEJ points of both arches. (F) Two semantic segmentation neural networks identified the pixel locations of teeth in the radiographs. (G) The tooth outlines were then used to draw ACHs. ACH was determined by tooth outline intersecting both ABCL and CEJ lines. (H) The ACH levels superimposed on the original input bitewing radiographs and provided as outputs.

1.1 Object detection deep neural networks

Two object detection neural networks were coded in MATLAB. For each of the two networks, an Inception-ResNet-v2 network was transformed into a Faster-R-CNN network by adding a region proposal network, ROI max pooling layer, classification, and regression layers to support object detection [18, 19]. The key elements of Faster R-CNN are the region proposal network (RPN) and the region-based convolutional neural network (CNN). The RPN generates a collection of potential object regions, also known as regions of interest (Rols), that are probable to contain an object. Subsequently, the region-based CNN analyzes each Rol to classify it into distinct object categories and optimize its bounding box coordinates. The fully convolutional RPN is fed an image as input, and it generates a list of rectangular object proposals, along with their corresponding objectness scores. By sweeping a sliding window over the image, the network produces a group of k-anchor boxes (bounding boxes of various sizes and aspect ratios that are predetermined). For each anchor box, the RPN computes the likelihood of it containing an object, along with the displacement required to align with the object's ground-truth bounding box. These predictions are used to form a group of Rols, which are then forwarded to the region-based CNN. The rectified linear unit (ReLu) at the 625th layer was used as a feature extraction layer, and a region of interest pooling layer with an output size of [17 17] was inserted after this feature layer. The object detection neural networks were trained, validated, and tested on 550 bitewing radiograph images that were annotated by an Oral Radiologist from Columbia University Dental College. The images were randomly partitioned into training, validation, and testing sets in a 7:2:1 ratio for each of the two neural networks. The ABCLs and CEJs were enclosed by 60x60 pixel boxes, and the coordinates of these boxes were used in the training, validation, and testing sets. All images were resized to [869 1200 3] because the first object detection neural network layer was modified to accept this specific dimension. One neural network was trained for 20 epochs with
mini-batch sizes of 2 and an initial learning rate of 1e-3. Another neural network was trained for 10 epochs with equal parameters. The object detection models were trained to predict optimal boxes centered on the ABCL and CEJ of teeth from an image, the centers of which were interpreted as the location of the ABCL and CEJ and subsequently noted by small circles with colors corresponding to their label in the output image. Due to the random partitioning of the training, validation, and testing sets, both networks were utilized for detecting ABCLs and CEJs as they demonstrated different levels of performance. Specifically, one of the networks achieved an average precision of 0.60 for all recalls in detecting ABCLs and an average precision of 0.65 for all recalls in detecting CEJs. On the other hand, the other network achieved an average precision of 0.60 for all recalls in detecting ABCLs and an average precision of 0.72 for all recalls in detecting CEJs. Both networks were employed to address the limitations of each other in detecting the ABCLs and CEJs in certain regions. Training the object detection models were trained on Nvidia Titan X graphic processing unit (GPU).

1.2 Semantic Segmentation deep neural networks

Three semantic segmentation deep neural networks were coded in MATLAB. DeepLab v3+ convolutional neural networks for semantic image segmentation were created using Inception-ResNet-v2 as a base network [18, 20]. The input layer was coded to take input bitewing radiographs with a size of [1000 1000 3] for the network that segments ABCL and [500 500 3] for the networks that segment teeth. One deep neural network was tasked with creating semantic masks of ABCL; thus, the network was modified to match the number of output label classes: ABCL and non-ABCL. Two deep neural networks were tasked with creating semantic masks for teeth; thus, the networks were modified to match the number of output label classes: Teeth and non-teeth. The random partitioning of the training, validation, and testing sets resulted in the utilization of both networks for segmenting teeth, as they exhibited varying levels of performance. One of the networks achieved a global accuracy of 0.9567, while the other network achieved a global accuracy of 0.9562. Both networks were employed to address the limitations of each other in detecting the segmentation of teeth in certain regions.

The DeepLab v3+ networks were designed using an encoder-decoder architecture, which involves encoding the input bitewing radiograph image into a lower-dimensional representation and then decoding.
it to generate the output segmentation mask. This architecture was preferred for the semantic segmentation models because it can handle large bitewing radiograph sizes while still preserving fine-grained details. In addition to the encoder-decoder architecture, dilated convolutions were used to increase the receptive field of image the network, enabling it to capture contextual information from a larger area in the input bitewing radiographs. Skip connections, which connect the output of the encoder to the decoder without downsampling to help preserve high-resolution features in the overall output. Overall, the combination of these techniques and the Inception-ResNet-v2 base network resulted in a powerful semantic segmentation network capable of accurately segmenting bitewing radiographs.

To train, validate, and test the networks, a total of 500 bitewing radiographs were used. Label images corresponding to the bitewing radiographs were manually created with masks identifying ABCLs at pixel level for the semantic segmentation neural network that was tasked with segmenting ABCL. Label images corresponding to the bitewing radiographs were also manually created with masks identifying teeth in pixel level for the semantic segmentation neural networks that were tasked with segmenting teeth. DeepLab v3+ was trained using 60% of the bitewing radiographs from the dataset. The rest of the bitewing radiographs were split evenly into 20% each for validation and testing, respectively. To balance the classes for the training images, median frequency class weights were used by counting pixel labels, and the classes were weighed accordingly. Stochastic gradient descent with momentum was used for training. The neural network for ABCL segmentation was trained for 146 epochs with mini-batch sizes of 4 and an initial learning rate of 1e-3. The neural networks for teeth segmentation were trained for 150 epochs with mini-batch sizes of 4 and an initial learning rate of 1e-3. The segmentation models were trained using Nvidia Titan RTX GPU.
2. Survey

This study was approved by the Columbia University International Review Board (IRB), reference number AAAT2272. To evaluate the accuracy and efficiency of manual xray examination done by humans and juxtapose these findings with the outcome of our software, a twenty question survey was created. This survey was sent to members of Columbia Dental School's alumni community that included orthodontists, general dentists, dental students, Periodontists, and Endodontists. The survey was designed to ask questions that gave a general overview of the level of expertise of the participant while also testing their knowledge and efficiency at identifying alveolar bone loss using ACH measurement through test xray images. It also presented each participant with our computer program’s reading of the xray images and asked them to judge its evaluation of the xrays. The accuracy results of the survey were then compared to the AI accuracy, with both being compared to the gold standard: the Columbia Dental School Oral Radiologist.

To evaluate the expertise level of each participate, the survey was designed to inquire about the dentistry practice area of the participant, their professional setting, their duration of practice, and whether or not they use software to assist in the reading of xrays in their practice. The survey was modeled to then present each participant with the same three test xrays and ask them to read and evaluate the severity of bone loss by measuring the ACH for both the medial and distal side of each tooth, defining a measurement of <5mm as not severe and one of ≥5mm as severe. After each test xray, the participant was asked to list the number of minutes it took them to read the xray. The survey also introduced them to our AI computer algorithm that read the images itself, asking them to evaluate the accuracy of the program and any major differences between their readings and the computer’s.
3. **COVID: Study population**

   This study was approved by the International Review Board (IRB), reference number AAAT2272. Dental records, medical records and radiographs are all accessed through the same electronic records platform (EPIC) at Columbia Irving Medical Center (CUIMC). This study utilized a database of patients who had dental procedures at CUIMC between 2/1/17 and 2/1/23, who received at least one PCR test for SARS-CoV-2 at CUIMC.

   We created two groups of patients: one “pre-pandemic” group with patient data spanning from February 1st, 2017 to February 1st, 2020, and “post-pandemic” group with patient data spanning from February 1st, 2020 to February 1st, 2023. To be included in either the pre-pandemic or post-pandemic group, a patient from the database must have had bitewing images from two dates within their respective cohort time period. In order to increase the accuracy of the comparison of alveolar bone loss over time, the bitewing images across the two dates were taken from the same side of the patient's mouth. In total, 231 patients met criteria for the pre-pandemic group and 163 patients met criteria for the pre-pandemic group, and were included in a case-control, cross sectional analysis. In addition, 71 of patients in the pre-pandemic group also had a pair of bitewing x-rays obtained in the post-pandemic period; therefore, data from these patients were utilized in a separate longitudinal analysis.

4. **COVID: Medical and Dental chart Review**

   Medical and Dental data was collected manually from EPIC for all 394 patients. Age, Sex, Race, ethnicity, diabetes diagnosis, HIV diagnosis and smoking status were recorded from patients charts in EPIC. The smoking status was recorded as ever use.

   Alveolar Crestal Height (ACH) was measured utilizing bitewing radiographs. The bitewing radiographs for each patient were collected from Medcore Imaging MIPACS Dental Enterprise Viewer Software. Once the images were collected and sorted into the pre- and post-pandemic groups, the radiographs were analyzed using an artificial intelligence program that utilized landmarks on each tooth in the bitewing image to measure alveolar crest height (ACH) in multiple sites across the images. ACH was measured as the distance between the CEJs and the alveolar crest (AC) on the mesial and distal sides of
the all the teeth present in a given bitewing xray. ACH measurements from each visualized tooth were then averaged to create a mean ACH level for each bitewing xray. Mean ACH levels from the same patient were subtracted across the two collection dates to find the mean ACH loss for that particular patient over the two collection dates. The mean ACH loss across the pre-pandemic and post-pandemic group were then compared in order to analyze the difference in mean bone loss between groups, investigating the potential connection between the COVID pandemic with an increased rate of bone loss over time.

Additional details regarding object detection and semantic segmentation deep neural networks can be found in Supplementary Materials.

5. COVID: Statistical approach

Overall differences in demographics (age, race, ethnicity) and comorbidities associated with periodontal disease (smoking ever, diabetes) between COVID+ and pre-pandemic controls were evaluated with Chi-square or Fisher’s Exact Test for categorical variables and T-tests or Wilcoxon Sign Rank tests for continuous variables. A missing value for race, ethnicity, smoking and diabetes was represented in the reference coding and analysis. Results were reported for the non-missing coding against the reference group: white, non-Hispanic, non-diabetes, non-smoker, respectively. A total of 394 unique individuals had pairs of bitewing xrays available for calculation of ACH.

The following outcomes were calculated. Mean ACH (mm) was calculated by taking the sum of all ACH for each tooth visualized on the bitewing divided by the number of evaluable measurement sites. Change in ACH was calculated by subtracting mean ACH of first xray from second xray. A positive change in ACH reflects an increase in ACH over time, which is equivalent to a loss of bone over time. A negative change in ACH reflects a decrease in ACH over time, which is equivalent to a gain in bone over time. Percent change in ACH was calculated by dividing change in ACH by the mean ACH from the first bitewing. Annualized percent change in ACH was calculated by dividing the percent change in ACH by years between first and second bitewing.

Cross-sectional differences in annualized percent change in ACH between post- and pre-pandemic controls were further examined for the influence of participant sex and age, ethnicity and age, and race and age using separate general linear models for the main effects and the interaction: age entered as a
continuous variable or coded in decades and multiple comparisons adjusted by the method of Scheffé. Longitudinal analysis of the difference in post- and pre-pandemic xrays used within-subject paired T-tests. The influence of sex, age, race and ethnicity on the longitudinal difference in ACH loss used multiple regression with variable coding for main and interaction effects as describe for the general linear models, above. No missing data were imputed and adjustment for multiple comparisons was restricted to within model comparisons between model-estimated least squares means. All data management and statistical analyses used SAS (SAS Institute, Cary, NC).
III. Results


   In this study, two distinct semantic segmentation deep learning algorithms were utilized for specific tasks. The first algorithm aimed to segment teeth, achieving a global test set accuracy of 0.9567. The second algorithm focused on segmenting alveolar bone and attained a commendable global test set accuracy of 0.9281. For object detection, two separate algorithms were employed. The highest average precision of all recalls achieved by an algorithm, designed for detecting cementoenamel junctions, was 0.72. As for the second algorithm, intended for detecting alveolar bone crestal levels (ABCLs), it achieved the highest average precision of all recalls at 0.65.

2. Survey Results

2.1 Deep learning vs. Dental Professionals

   In this study we compared the measurement of ACH on all visible teeth in three different bitewing x-rays by 56 different dental professionals against the deep learning application’s performance. An example of deep learning analysis on an input bitewing x-ray is shown in Figure 1. The evaluation focused on the DL-application's ability and dental professionals’ ability to classify severe periodontal disease (ACH >5mm) vs. non-severe (<=5mm) ACHs using 35 calculatable ACHs present in three x-ray images of the tooth. The application achieved 94% accuracy in its classifications, surpassing the performance of the dental professionals, who achieved a 68% accuracy rate. Further analysis of individual x-ray images revealed the following results (Fig 3): In the first x-ray image, there were 16 calculatable ACHs. Dental professionals correctly classified 87% of teeth with severe periodontal disease (SD=16%), while the deep learning application demonstrated perfect accuracy with 100% correct classifications. The time that the participants took to analyze the x-ray had a mean of 105.3 seconds (SD=68.7) and a median of 60 seconds. In the second x-ray image, there were 6 calculatable ACHs. Dental professionals accurately identified only 35% of teeth with severe periodontal disease (SD=29%), whereas the deep learning application achieved an 83% accuracy rate. The time that the participants took to analyze the x-ray had a mean of 71.2 seconds (SD=42.6) and a median of 60 seconds. In the third x-ray image, there were 13 calculatable ACHs. Dental professionals correctly classified 82% of teeth with severe periodontal disease (SD=13%), and the deep learning
application displayed performance with a 100% accuracy rate. The time that the participants took to analyze the xray had a mean of 80.6 seconds (SD=52) and a median of 60 seconds. All images took less than 10 seconds for the deep learning application.

Figure 3. DL vs. Dental Professionals. (A) DL-application outputs and dental professionals’ (n=56) outputs were compared against the gold standard. (B) Mean, standard deviation, median, and histograms of time taken by the participants in analyzing the xrays.
2.2 Acceptability of deep learning software from dental professionals

In total, the dental survey was fully completed by 64 participants. (Fig 4 and 5) Of the responses, 34% came from orthodontists, 30% came from general dentists, and 16% came from dental students. The remaining 20% of responses came from other dental professions including Periodontists and Endodontists. More than half the participants came from an academic setting--totaling at 52%--while 33% came from private practices, 8% came from group practices, and 7% came from another dentistry work setting. Automated or deep learning software was only used by 21% of the participants to assist in their reading of x-rays, and a majority of 57% stated that they only approximate when measuring bone levels--compared to the 9% that measure with a ruler. The results of the survey indicated that 51% of participants agreed with the AI's ACH measurements, with an extra 33% strongly agreeing and no participants disagreeing. Furthermore, 56% of participants agreed that AI would be helpful in their professional setting.
Survey Results [Part 1] (n=64)

(A) Dentistry Practice Area

(B) Professional Setting

(C) Duration of Practice

(D) Digitized Radiographs in Practices

(E) Do you use automated or machine learning software to assist in the reading of x-rays in your practice?

(F) Do you usually measure alveolar bone levels when reading your x-rays?

Figure 4. Survey Results (Part 1). 64 participants from Columbia Dental School alumni were surveyed regarding their dentistry background and their methods for reading x-rays.
**Survey Results [Part 2] (n=64)**

**Figure 5. Survey Results (Part 2).** 64 participants from Columbia Dental School alumni were surveyed regarding their methods for measuring bone levels and their opinion on the use of AI to assist them.
In our study sample, age, sex, race/ethnicity, history of smoking (ever), and history of diabetes and HIV were similar in the pre-pandemic and post-pandemic groups (Table 1). The pre- and post-pandemic groups also did not differ with regards to the mean ACH or mean number evaluable sites on bitewings at baseline (Table 1).

The duration between bitewings was greater in the pre-pandemic than post-pandemic group (19.8 ± 5.9 vs 17.6 ± 5.0 months, p<0.0001). The pre-pandemic group had a mean percentage loss of ACH of -1.74 ± 16.5 %, representing a gain in alveolar bone. In contrast, the post-pandemic group had a gain in ACH of 2.46 ± 14.6 %, representing a loss in alveolar bone. We explored age, sex, race and ethnicity as covariates and found none of the to be associated with change in ACH. There remained a trend for greater annualized percent change in ACH in the post-pandemic vs pre-pandemic group (1.33 ± 11.9% vs -0.94 ± 12.5%, p=0.07), after accounting for differences in duration between xrays (Table 1) Among the 71 participants with 2 xrays in each time period, there were no statistically significant differences in the post- and pre-pandemic change in ACH (p=0.14) (Table 2). Similarly, there were no statistically significant differences in the annualized percent change in post- and pre-pandemic ACH (p=0.12).
<table>
<thead>
<tr>
<th></th>
<th>Pre-pandemic (N=231)</th>
<th>Post-pandemic (N=163)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>50.1 ± 19.4</td>
<td>49.1 ± 19.5</td>
<td>0.61</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>66 (28.6%)</td>
<td>54 (33.1%)</td>
<td>0.58</td>
</tr>
<tr>
<td>Female</td>
<td>164 (70.9%)</td>
<td>108 (66.3%)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.4%)</td>
<td>1 (0.6%)</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>63 (27.3%)</td>
<td>52 (31.9%)</td>
<td>0.75</td>
</tr>
<tr>
<td>Black</td>
<td>36 (15.6%)</td>
<td>27 (16.6%)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>7 (3.0%)</td>
<td>3 (1.8%)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>125 (54.1%)</td>
<td>81 (49.7%)</td>
<td></td>
</tr>
<tr>
<td>Hispanic ethnicity</td>
<td>148 (64.0%)</td>
<td>95 (58.0%)</td>
<td>0.32</td>
</tr>
<tr>
<td>Smoking (ever)</td>
<td>59 (25.5%)</td>
<td>33 (20.2%)</td>
<td>0.33</td>
</tr>
<tr>
<td>Diabetes</td>
<td>33 (14.3%)</td>
<td>23 (14.1%)</td>
<td>1.0</td>
</tr>
<tr>
<td>HIV</td>
<td>7 (3.0%)</td>
<td>3 (1.8%)</td>
<td>0.85</td>
</tr>
<tr>
<td>Baseline ACH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACH mean</td>
<td>2.36 ± 0.71</td>
<td>2.29 ± 0.73</td>
<td>0.3</td>
</tr>
<tr>
<td>Mean number of sites</td>
<td>21.9 ± 15.6</td>
<td>19.4 ± 13.9</td>
<td>0.1</td>
</tr>
<tr>
<td>evaluated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in ACH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Months between xrays</td>
<td>19.8 ± 5.9</td>
<td>17.6 ± 5.0</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Mean change in ACH (mm)</td>
<td>-0.066 ± 0.393</td>
<td>0.034 ± 0.328</td>
<td>0.008</td>
</tr>
<tr>
<td>Percent change in ACH</td>
<td>-1.74 ± 16.5%</td>
<td>2.46 ± 14.6%</td>
<td>0.01</td>
</tr>
<tr>
<td>Annual percent change in ACH</td>
<td>-0.94 ± 12.5%</td>
<td>1.33 ± 11.9%</td>
<td>0.07</td>
</tr>
</tbody>
</table>

**Table 1.** Demographics, risk factors, baseline ACH and change in ACH in pre-pandemic and post-pandemic groups.
<table>
<thead>
<tr>
<th></th>
<th>Mean Difference</th>
<th>95% Confidence Interval of mean</th>
<th>P value</th>
</tr>
</thead>
</table>
| Pre-pandemic change in ACH (mm)
  \(^1\)                      | -0.07 ± 0.356   | -0.153, 0.013                   | 0.1     |
| Post-pandemic change in ACH (mm)
  \(^2\)                      | 0.015 ± 0.272   | -0.048, 0.078                   | 0.64    |
| Difference between post- and pre-
  pandemic change in ACH (mm)   | 0.082 ± 0.467   | -0.027, 0.192                   | 0.14    |
| Difference between post- and pre-
  pandemic change in ACH per year
  (mm)                        | 0.057 ± 0.331   | -0.02, 0.135                    | 0.15    |

\(^1\) This is the difference in pre-pandemic mean ACH between exam 1 and exam 2

\(^2\) This is the difference in pre-pandemic sum ACH between exam 3 and exam 4

**Table 2.** Change in ACH among participants (n=71) with two evaluable bitewing x-rays.
IV. Discussion

The deep learning accuracy results, when compared to dental professionals, highlight the immense potential of the deep learning application as a tool for precisely assessing severe versus non-severe ACHs both in clinical practice and for research purposes. It surpasses the capabilities of dental professionals in this specific diagnostic task. Furthermore, our data suggests that utilizing the DL-application could significantly save time for dental professionals when calculating and charting ACHs from xrays. A high percentage of dental professionals believe that the AI algorithm would be beneficial in their practice and believe that our application is accurate in calculating ACHs. There are a handful of commercially available AI integrated software packages that can calculate ACH, but based on our survey, very few dental professionals reported current use in their practice. This presents a great opportunity for the widespread use of deep learning algorithms in dental practices.

In this retrospective COVID study of data from a single institution, change in ACH was examined in a group of dental patients with paired bitewing xrays taken before and after the first cases of COVID were diagnosed in New York City. Radiographs examined in the post-pandemic group showed a greater alveolar bone loss compared to the pre-pandemic group. After accounting for between-group differences in duration time between bitewing xrays, a trend towards greater annualized percent change in the post-pandemic versus pre-pandemic group remained. However, the magnitude of change in ACH was modest (<0.1 mm), suggesting the lack of a clinically relevant impact of the COVID infection on alveolar bone loss. In our previous study, we found that patients who were diagnosed with COVID presented with increased ACH compared to controls that did not have a COVID positive test. In this current analysis we present longitudinal data comparing change in ACH during the pre- vs post-pandemic period.

Currently, we are not aware of other studies that have looked at the effect COVID may have on worsening alveolar bone loss. However, there have been several studies that have shown that periodontal disease affects the likelihood of becoming infected with COVID and affecting the severity of the infection [21, 22]. It has been reported that patients with periodontitis had a 1.54 times higher risk of COVID complications and patients who had comorbidities were 2.49 times more likely to have COVID complications [21]. Furthermore, periodontal disease has been linked to COVID when looking at hospitalized COVID patients [22].
Various medical fields have benefited from deep learning models able to identify anatomical structures and detect pathological findings in radiographic images [1-3, 23]. Deep learning-based computer-aided diagnosis (CAD) for oral imaging has recently undergone significant development, but its implementation has been limited [3, 23, 24]. Some studies have attempted to measure the alveolar bone level by analyzing panoramic radiographs with deep learning models [3, 5-7]. Panoramic images provide a quick overview of the dentition, but they suffer from considerable distortion and a lack of detail, making accurate and precise diagnosis of periodontitis and other oral diseases difficult [3, 25, 26]. The current standard practice of visually evaluating intra-oral radiographs, is prone to errors. Advanced deep learning models on bitewing radiographs can provide an objective and dependable method for periodontal diagnosis. Lee, et al. utilized a deep learning semantic segmentation method to gauge the alveolar bone level on bitewing radiographs [3]. Our team has developed and implemented an advanced deep learning model that not only employs semantic segmentation neural networks but also object detection networks to precisely identify the ABCLs and cemento-enamel junctions (CEJs) for periodontal disease detection. The model was trained and validated using datasets curated by an Oral Radiologist (SM) from Columbia University College of Dental Medicine to set a gold standard for alveolar crest-height measurements.

There were several limitations in our study that could be addressed in future investigations. We were unable to compare xrays from patients with confirmed COVID to patients without COVID since most people had diagnostic testing performed outside of the hospital setting. If we limited our sample to patients with confirmed COVID tests within the hospital database, patients with positive tests would be biased for co-morbidities since only patients with severe COVID were hospitalized. For the purposes of this analysis, we assumed that everyone had at least one COVID infection during the post-pandemic period. The direction of bias is towards the null if fewer patients had COVID during this period. Additionally, our sample size was modest and we did not have complete data on comorbidities affecting periodontal health. For several patients in our sample, field of view differences between bitewings skewed the total ACH measurement values and therefore created false conclusions of increased bone loss over time. In order to improve the accuracy of future results, measuring ACH levels for specific teeth that match across every bitewing would eliminate any issues related to field of view differences between the bitewing images. Lastly, alveolar bone loss is a late manifestation of periodontal disease and is a chronic and dynamic process that can take
several months to years to occur. A limitation to our study is that the window of time between bitewing images was limited. Further study in the future utilizing larger time windows between patient bitewings will demonstrate a more accurate representation of changes in the rate of alveolar bone loss.

Our analysis limited by a modest sample size and the inability to confirm COVID infection and timing of infection in our participants. While the “post-pandemic” group evidenced alveolar bone loss but the magnitude of change in ACH was modest (<0.1 mm), and provide assurance that COVID infection does not appear to have a large clinical impact on alveolar bone loss. Overall, our study demonstrates the successful training and validation of a deep learning program for ACH measurement based on a gold-standard training set read by an oral radiologist, as well as its utility and acceptability among dental professionals for both clinical and research purpose.
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