Improving prediction of survival and progression in metastatic non-small cell lung cancer following immunotherapy through machine learning of circulating tumor DNA dynamics
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Research in context

Evidence before this study

The longitudinal dynamics of ctDNA are showing promise as a biomarker for treatment outcomes and monitoring. However, despite of recent advances of machine learning, very limited applications have been reported in using machine learning-based approaches to analyze the longitudinal ctDNA data, improve the prediction of clinical outcomes, and refine the risk stratifications. We searched PubMed on Oct 8, 2023 for peer-reviewed, English-language journal and conference articles using the terms ("ctDNA") AND ("deep learning" OR "machine learning" OR "artificial intelligence"). Fifty-nine (59) search results were found. After systematical review of these search results, we found only 4 research studies where longitudinal ctDNA dynamic/kinetic data were analyzed using machine-learning models to predict patient outcomes. These studies focused on building models using handcrafted features of ctDNA dynamics such as on-treatment ctDNA levels and early ctDNA changes and clearance, etc. So far, no studies have utilized machine- or deep-learning models to extract features from longitudinal ctDNA dynamics to inform and predict cancer patient outcomes.

Added value of this study

We developed a machine-learning algorithm to predict survival and disease progression using ctDNA data from the Impower150 trial on untreated metastatic non-small cell lung cancer patients receiving atezolizumab and chemotherapy. Our machine-learning models automatically extract informative features from longitudinal ctDNA dynamics, outperforming existing models based on handcrafted features in predicting overall survival and progression-free survival at various time points. They improved risk stratification and identified crucial ctDNA kinetic characteristics in 1L NSCLC, revealing the importance of rapid and complete ctDNA clearance for long-term clinical benefit.

Implications of all the available evidence

Machine-learning models can automatically extract prognostic features from longitudinal ctDNA dynamic trajectories, enable refined risk stratification and prediction of clinical outcomes, and thereby enhance ctDNA data's utility in clinical patient care and personalized treatment.
Abstract

Objectives: To use modern machine-learning approaches to enhance and automate the feature extraction from the longitudinal ctDNA data and to improve the prediction of survival and disease progression, risk stratification, and treatment strategies for patients with 1L NSCLC.

Methods: Using IMpower150 trial data on untreated metastatic non-small cell lung cancer patients treated with atezolizumab and chemotherapies, we developed a machine-learning algorithm to extract predictive features from ctDNA kinetics, improving survival and progression prediction. We analyzed kinetic data from 17 ctDNA summary markers, including cell-free DNA concentration, allele frequency, tumor molecules in plasma, and mutation counts. Our machine-learning workflow (FPCRF) involved functional principal component analysis (FPCA) for automated feature extraction, random forest and bagging ensemble algorithms for feature selection, standard PCA for dimension reduction, and Cox proportional-hazards regression for survival analysis. The dataset was divided into training and test cohorts in the same way as a previous study.

Results: 398 patients with ctDNA data (206 in training, 192 in validation) were analyzed. Our machine-learning models automated feature extraction, excelling in predicting overall survival (OS) and progression-free survival (PFS) at different landmarks. In identical train-test cohorts, our models outperformed existing ones using handcrafted ctDNA features, raising OS c-index to 0.72 and 0.71 from 0.67 and 0.63 for C3D1 and C4D1, and substantially improving PFS to ~0.65 from the previous 0.54 - 0.58, a 12-20% increase. Our model enhanced risk stratification for NSCLC patients, achieving clear OS and PFS separation (e.g., on C3D1, HR: 2.65 [95%CI: 1.78–3.95, P < 0.001] for high vs. intermediate risk, 2.06 [95%CI: 1.29–3.29, P = 0.002] for intermediate vs. low risk; and PFS HR: 2.04 [95%CI: 1.41–2.94, P < 0.001], 1.56 [95%CI: 1.07–2.27, P = 0.02]). Distinct patterns of ctDNA kinetic characteristics (e.g., baseline ctDNA markers, depth of ctDNA responses, and timing of ctDNA clearance, etc.) were revealed across the risk groups. Rapid and complete ctDNA clearance appears essential for long-term clinical benefit.

Conclusions: Our machine-learning approach offers a novel tool for analyzing ctDNA kinetics, extracting critical features from longitudinal data, improving our understanding of the link between...
ctDNA kinetics and progression/mortality risks, and optimizing personalized immunotherapies for 1L NSCLC.
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Introduction

Circulating tumor DNA (ctDNA) holds immense importance and utility in the field of oncology and personalized medicine [1]. This emerging, non-invasive biomarker consists of fragments of DNA shed into the bloodstream by cancer cells, allowing for the detection and monitoring of cancer without the need for invasive procedures like tissue biopsies [2]. Moreover, longitudinal ctDNA measurements enable the real-time monitoring of treatment response, the early detection of minimal residual disease, and the identification of emerging resistance mechanisms [3, 4]. Previous analyses have shown the significant contributions of longitudinal information of ctDNA to risk estimation [4-7], offering a promising avenue for improved outcomes for cancer patients.

Currently, risk stratification models for longitudinal biomarkers are often based on handcrafted features from the longitudinal trajectories [8, 9]. Most recently, a machine learning model for ctDNA was developed using multiple handcrafted ctDNA metrics, such as ctDNA levels and number of alterations at certain times, change in mutations from baseline, etc. to predict clinical outcomes [10]. This model suggests that measuring ctDNA dynamics during treatment can improve patient risk stratification and may allow early differentiation between competing therapies during clinical trials.

Due to the complexity of on-treatment biomarker trajectories, more advanced modeling approaches may be required to capture complex relationships among different biomarkers over time and between biomarker changes and clinical outcomes accurately. In recent years, there has been a surge in the adoption of machine and deep learning methods, many of which leverage longitudinal or time-series data for outcome prediction [11-15]. Machine learning models can
capture temporal dependencies, detect trends, and reveal hidden patterns and insights within complex longitudinal data. It has been shown that extracting features from longitudinal data using machine learning may be a powerful approach for reducing the dimensionality of the data and identifying meaningful features and relationships within the longitudinal data, allowing us to make better predictions, classify outcomes, or understand the underlying dynamics of disease progression [16].

Based on the data from the IMpower150 trial [17], this study aimed to overcome current limitations in longitudinal ctDNA modeling based on handcrafted features and utilize machine-learning algorithms for enhancing feature extraction from longitudinal ctDNA kinetics automatically to improve clinical outcome predictions and optimize risk stratifications of patients with untreated metastatic non-squamous non-small-cell lung cancer (NSCLC) following immunotherapy and chemotherapy.

Materials and Methods

Patient Data Set

The analysis in this study utilized data from the IMpower150 trial [17], which was a phase 3 clinical trial that evaluated the efficacy and safety of adding atezolizumab, an immune checkpoint inhibitor, to a combination of bevacizumab, carboplatin, and paclitaxel in patients with metastatic non-squamous NSCLC who had not received prior chemotherapy. The trial had three treatment arms: ACP (atezolizumab plus carboplatin plus paclitaxel), BCP (bevacizumab plus carboplatin plus paclitaxel), and ABCP (atezolizumab plus BCP). The trial included patients with and without
EGFR or ALK genetic mutations, as well as patients with different levels of PD-L1 expression and tumor-infiltrating effector T cells. These patients were divided into three groups in a 1:1:1 ratio, and treated with either ACP, or BCP, or ABCP in eight 3-week cycles. The trial demonstrated that adding atezolizumab to bevacizumab plus chemotherapy improved patient outcomes across different biomarker subgroups and provided a new treatment option for this patient population. The trial protocol received ethical approval from site-specific ethics committees, adhering to the Declaration of Helsinki and Good Clinical Practice guidelines. Prior to enrollment, patients provided voluntary written consent without compensation. The trial is registered on www.ClinicalTrials.gov under identifier NCT02366143.

ctDNA was collected from 566 patients using a 330 kb custom assay targeting 311 genes [10]. Longitudinal ctDNA measurements were taken at five timepoints: baseline (BL), cycle 2 day 1 (C2D1; Week 3), cycle 3 day 1 (C3D1; Week 6), cycle 4 day 1 (C4D1; Week 9), and cycle 8 day 1 (C8D1; Week 21). Multiple ctDNA summary metrics, including mean, median, and maximum values, were used to characterize ctDNA levels, such as cell-free DNA concentration (cfDNA), allele frequency (AF), tumor molecules per ml plasma (TMPMP), and mutation counts. The analysis also included ctDNA levels for a subset of known or likely pathogenic mutations. In total, 17 ctDNA summary markers were derived and used (Table S1). After excluding patients with missing data, our analysis included 398 patients. The clinical outcomes of interest in this analysis were overall survival (OS) which refers to the duration from randomization to death for any reason and progression-free survival (PFS), assessed by investigators according to RECIST v1.1 criterion.

**Machine learning of ctDNA trajectories and survival**
Figure 1 outlines the workflow for our analysis. This process involved reducing the dimensionality of longitudinal ctDNA data and feature extraction, feature selection, survival analysis for clinical outcome prediction, risk classification, and identification of critical ctDNA kinetic characteristics informing patient’s risk.

**Univariate workflow**

Functional Principal Component Analysis (FPCA) was used to extract features from each summary ctDNA marker trajectory up to different landmark time points (C3D1 and C4D1). It employs a low-dimensional representation of data through Karhunen-Loève decomposition, transforming each trajectory into a linear combination of functional principal components (FPCs) [18]. FPCs are orthogonal eigenfunctions capturing trend variations via Mercer's Theorem [19]. Using FPCA, we obtained low-rank representations of each ctDNA marker's trajectory for each patient. The first two FPCs were selected for feature extraction (Figure S3) and survival analysis using Cox proportional-hazards regression [20]. Model fitting was performed with the "coxph" function in the R survival package [21].

**Multivariate workflow (FPCRF)**

Trajectory features extracted using FPCA from the 17 ctDNA summary markers were combined. Since correlations were observed among the 17 ctDNA markers (Figure 2B and 2C) and the features (Figure S4), these features were screened using random forest (RF) and bagging ensemble algorithms with conditional inference trees as basic learners [22-24]. The top important features were selected using “cforest” and “varimp” functions in R “party” package [22] (Figure S5) and
then PCA was applied to further reduce dimensionality and collinearity, retaining the final feature matrix capturing 99% of variability of the ctDNA data. This final feature matrix was used as the input in the Cox regression models. This workflow is referred to as FPCRF thereafter in the manuscript.

**Model training and validation**

To ensure a fair comparison with published models, the dataset was split into training and test cohorts in the same way as a previous study [10]. Concordance index (c-index) [25] was used to evaluate the predictive performance between FPCRF and the published method.

**Model-based risk stratification**

Risk stratification was implemented by dividing patients into three subgroups according to tertiles of the predictive risk. We compared OS and PFS probabilities using Kaplan-Meier plots for subgroups identified at C3D1 and C4D1 landmark time points. The log rank test was used to evaluate the statistical significance among subgroups and c-index was used to evaluate performance of the risk stratification.

**Results**

The training dataset included 206 patients while 192 patients were included in the test data. Patient demographics are summarized elsewhere [10, 17]. The minimum duration of follow-up for OS was approximately 1.87 and 1.94 months, in the training and test data, respectively (Figure S1). A
total of 144 (69.9%) and 132 (68.8%) of the patients in the training and test data had died. The overall survival was similar in the training data compared to the test data (median, 20.52 months vs. 21.83 months). The minimum duration of follow-up was 1.18 months for PFS. 183 (88.8%) and 175 (91.2%) had disease progression or died in the training and test data, respectively. Progression-free survival was virtually identical in the training and test data (median, 7.84 months vs. 8.07 months, respectively).

Dynamics of different ctDNA Summary Markers

In Figure 2A and Figure S2, we display the average trajectories of 17 ctDNA markers (Table S1) for patients who either survived or deceased. These average trajectories reveal distinct patterns between the two groups. Most notably, the deceased group generally displayed higher levels of ctDNA markers compared to the censored/survival group. In Figure 2B, we observe strong correlations in the kinetics of the 17 distinct ctDNA markers. Employing a correlation threshold of 0.8, we constructed a network diagram that illustrates the relationships among these ctDNA markers at different time points, providing further insights into their kinetic relationships.

Predictive performance of univariate FPCA and multivariate FPCRF

On the independent test data, our model (FPCRF) demonstrated outstanding predictive performance for both OS and PFS on C3D1 and C4D1 (Figure 3 and Table S2). When we trained our model on the same dataset (206 patients) as a previously published model and tested it on the identical test dataset (192 patients), FPCRF substantially outperformed the published model using handcrafted ctDNA features. Specifically, it improved the c-index for OS by 6.4% on C3D1 (c-index = 0.72 for FPCRF vs. 0.67 for the published model) and 13.2% on C4D1 (c-index = 0.71 for FPCRF vs. 0.63 for the published model). Even more remarkable was the improvement in
predicting PFS. FPCRF achieved a c-index of 0.65 on both C3D1 and C4D1, respectively, which were 20.3% and 12.1% higher than those of the published model (c-indices of 0.54 and 0.58 on C3D1 and C4D1, respectively).

Notably, univariate FPC features extracted from the ctDNA kinetics of a single marker, also exhibit superior performance compared to the previously published model that was developed from handcrafted ctDNA features from longitudinal data of all 17 ctDNA markers (Figure 2 and Table S2). Specifically, on C3D1, both median AF and AFkl kinetics produced slightly higher c-indices (0.68) for predicting OS than the published model [10]. Furthermore, machine-learning derived features for several other ctDNA markers, including mean, median, and maximum values of TMPMPkl, as well as the mean and median values of TMPMP and the mean of AFkl, offered equivalent predictive performance to the existing model.

On C4D1, univariate machine-learning features extracted from most ctDNA markers (14 out of 17) substantially outperformed the existing model. The only exceptions were the predictions based on the kinetic features from ctDNA positivity status, cfDNA concentration, and nNorm, which were slightly suboptimal compared to the existing model. Similarly, in predicting PFS, the vast majority of ctDNA markers in univariate analysis demonstrated notably improved predictive performance in comparison to the existing model. These results underscore the prognostic value of machine-learning extracted univariate FPC features and highlight their superiority over the handcrafted features employed in the published model.

**Risk stratification and clinical interpretation**
We risk stratified the NSCLC patients in the test cohort into three risk groups (low, intermediate, and high risk) based on the tertiles of the risk determined by the FPCRF models. The FPCRF ctDNA classifiers consistently demonstrated improved and more statistically significant distinctions for OS (Figure 4) compared to the published model.

At C3D1, although both the published model and the FPCRF model effectively separated the OS curves of the three risk groups (Figure 4A), the FPCRF stratification emerged as a stronger predictor of OS. Specifically, for intermediate risk compared to low risk, the Hazard Ratio (HR) was 2.06 [95%CI: 1.29–3.29, \( P = 0.002 \)] for FPCRF and 1.75 [95%CI: 1.11–2.76, \( P = 0.016 \)] for the published model. For high risk versus intermediate risk, the HR was 2.65 [95%CI: 1.78–3.95, \( P < 0.001 \)] for FPCRF and 2.19 [95%CI: 1.47–3.26, \( P < 0.001 \)] for the published model. The c-index for FPCRF stratification was 0.69, whereas it was 0.66 for the published model.

On C4D1, the superiority of FPCRF stratification for OS over the published model became even more evident (Figure 4B). For intermediate risk compared to low risk, the estimated HR was 2.07 [95%CI: 1.27–3.36, \( P = 0.004 \)] for FPCRF and 1.27 [95%CI: 0.80–2.03, \( P = 0.3 \)] for the published model. Meanwhile, for high risk versus low risk, the estimated HR was 5.72 [95%CI: 3.51–9.31, \( P < 0.001 \)] for FPCRF and 2.80 [95%CI: 1.80–4.36, \( P < 0.001 \)] for the published model. Consequently, the FPCRF stratification significantly improved the separation between low- and intermediate-risk groups compared to the published model. The c-index for FPCRF stratification was 0.68, compared to 0.62 based on the published model.

The FPCRF classifiers also displayed a notable advantage in separating and classifying PFS compared to the published model (Figure 5). On C3D1, the published model struggled to differentiate the PFS curves between the high- and intermediate-risk groups (HR = 1.07 [95%CI:
Although some distinction was seen between high- and low-risk groups (HR = 3.01 [95%CI: 2.04–4.44, P < 0.001]) (Figure 5A). Conversely, the FPCRF classifier demonstrated clear separation of PFS curves for all three risk groups. The estimated HR for the high- and intermediate-risk groups was 2.04 [95%CI: 1.41–2.94, P < 0.001], and for the intermediate- vs. low-risk groups, it was 1.56 [95%CI: 1.07–2.27, P = 0.02]. The overall P value for the FPCRF classifier was < 0.0001, with a c-index of 0.62, compared to 0.014 and 0.56 for the published model.

Similar patterns were observed at C4D1. The published PFS model's risk stratification failed to provide clear separations among the three risk groups (for high- vs. intermediate-risk groups, HR = 1.31 [95%CI: 0.91–1.90, P = 0.15]; and for intermediate- vs. low-risk groups, HR = 1.24 [95%CI: 0.85–1.81, P = 0.3]). In contrast, the FPCRF classifiers effectively distinguished PFS curves (for high- vs. intermediate-risk groups, HR = 1.62 [95%CI: 1.12–2.35, P = 0.011]; and for intermediate- vs. low-risk groups, HR = 1.48 [95%CI: 1.01–2.17, P = 0.043]) (Figure 5B). The overall P value for the FPCRF classifier was < 0.0001, and its c-index was 0.61, compared to 0.037 and 0.56 for the published model.

To gain deeper insights into the ctDNA kinetic attributes within each risk group, we conducted a comparative analysis of key kinetic metrics across these groups (Figure 4C and Figure 5C). Notably, Figure 4C and Table S3 shows that baseline ctDNA markers, including metrics like the baseline median, mean, and maximum profiles of TMPMP and TMPMPk1, along with cfDNA concentrations, generally showed an increase as the risk of mortality escalated across the risk
categories. Furthermore, the baseline prevalence of ctDNA positivity tended to rise in patients categorized as low, intermediate, and high risk.

Interestingly, the high-risk group seemingly exhibited a more rapid rate of ctDNA clearance (i.e., the slope of ctDNA decline) at both Week 3 (C2D1) and Week 6 (C3D1) compared to the low-risk group. This phenomenon could be attributed to the infrequent collection of ctDNA samples (every 3 weeks), which limited the accuracy of rate calculations for ctDNA decline. For instance, patients in the low-risk group might have achieved ctDNA clearance much earlier than Week 3.

Moreover, as indicated in Figure 4C, at Week 3, nearly all low-risk patients achieved complete clearance of ctDNA (a 96% reduction) from their circulation, whereas high-risk patients exhibited only an average of ~17% reduction, with few high-risk patients reaching complete clearance by Week 3, suggesting a slow clearance of ctDNA in high-risk patients. In line with these findings, patients with a higher risk profile tended to have a higher nadir and required a longer time to reach that nadir, while all low-risk patients cleared ctDNA completely, for instance, in terms of median TMPMPkl, with an average time to nadir of 3 weeks (21 days). These results emphasize the importance of swiftly and thoroughly removing ctDNA from circulation. Similarly, greater reductions in mutations (n and n_kl) were observed in patients with lower risk (i.e., low- vs intermediate- vs high-risk patients). However, no clear trend was observed for the time it took to reach the nadir of mutations across different risk categories.

Similar patterns of ctDNA kinetic characteristics were observed for PFS-based stratifications (Figure 5C and Table S4). High-risk patients with a higher likelihood of progression are generally distinguishable from those with median and low risk based on various ctDNA kinetic metrics.
However, the predictive value of cfDNA, nNorm, and n (number of mutations) for progression is limited, although n_kl (mutations in known or likely pathogenic genes) exhibits better predictive capabilities. Time to nadir appears to be less predictive of PFS compared to OS.

Discussion

Longitudinal ctDNA data involve complex temporal correlations, between-patient variation, as well as associations among different ctDNA summary markers evolution over time. Modeling on-treatment ctDNA trajectories, particularly various ctDNA marker dynamics simultaneously can be challenging, given different distributions and evolutions of different markers. Currently, machine-learning models for ctDNA longitudinal data have been mainly using handcrafted features for ctDNA dynamics such as on-treatment ctDNA levels and early ctDNA changes and clearance, etc [10]. Our study aimed to use modern machine-learning approaches to enhance and automate the feature extraction from the longitudinal ctDNA data and to improve the prediction of survival and disease progression as well as risk stratification for patients with 1L NSCLC.

Using the same training and testing datasets from the Impower 150 trial, our FPCRF models substantially surpassed the existing models that were constructed with handcrafted features of ctDNA trajectories, achieving an average of 9.8% and 16.2% higher c-index in prediction OS and PFS, respectively. In addition, univariate analysis revealed the superiority of machine-learning based features from single ctDNA marker trajectories over published models using handcrafted features of multiple ctDNA markers. The superior predictive performance suggested that machine-learning based models could effectively extract critical prognostic information from the complex
ctDNA dynamic data, capturing intricate relationships and time-varying patterns inherent in the
cDNA longitudinal data and providing excellent predictions for both OS and PFS of 1L untreated
metastatic NLCSC following ICI and chemotherapy combinations. To our knowledge, this is the
first study attempting to automate the feature extraction from longitudinal ctDNA dynamic data
using machine-learning algorithms to improve the prognostication of survival outcomes and risk
stratification of 1L metastatic NLCSC patients.

We stratified the mNSCLC patients into 3 risk groups (low, intermediate, and high risk) according
to the model-predicted risk. The NSCLC patients in different risk groups demonstrated distinct
survival outcomes as well as ctDNA kinetic characteristics. Our analysis indicates that clearance
cDNA from the circulation rapidly and thoroughly is critical. All the identified low risk patients
had completely eliminated ctDNA from their system within 3 weeks. In contrast, intermediate-
and high-risk patients were much less likely to achieve the ctDNA clearance status during the first
3 weeks. Additionally, it took much longer time for intermediate- and high-risk patients to achieve
their nadir compared to the low-risk patients. The importance of the early ctDNA clearance may
shed lights on future treatment strategies and dose selection in the 1L metastatic NSCLC.

Current ctDNA dynamics research also has limitations. Sparse sample collection may hamper
understanding of ctDNA's nonlinear nature over time, hindering accurate clearance rate evaluation
and precise kinetic characterization [26, 27]. Future studies could optimize ctDNA sampling
design for enhanced insights, better capturing early changes and progression [28]. Moreover,
application of sophisticated models may help to improve the kinetic analysis for longitudinal
cDNA data that often include irregular and missing observations [29]. Overcoming these
limitations will advance our comprehension of ctDNA dynamics and its clinical applications. Additionally, deep learning, specifically combining RNNs with CNNs or attention mechanisms, can enhance feature extraction [30-32], particularly for complex, high-dimensional longitudinal data. Future research may be warranted.

Taken together, the machine-learning-based approach is particularly valuable in studies of kinetics of ctDNA, allowing researchers to extract essential features from longitudinal ctDNA data, enhancing our ability to understand and model ctDNA dynamic processes, make informed predictions of patient outcomes, risk-stratify cancer patients, and optimize the patient care and treatment strategies for 1L NSCLC.
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Figure 1. Workflow of Machine Learning of Longitudinal Circulating Tumor DNA and Clinical Outcomes
Figure 2. Evolution and correlation of longitudinal ctDNA markers over time.

A. mean profiles for censored and deceased patients; B. Correlation of longitudinal ctDNA markers in each period.; C. Network analysis to depict relationships among ctDNA dynamic markers.
Figure 3. Comparison of Predictive performance of univariate FPCA, FPCRF, and published models.

Note: the red vertical, dashed line represents the c-index value for the published model.
Figure 4. Risk stratification for overall survival based on machine learning models and published models (A: C3D1 OS and B: C4D1 OS); C: selected ctDNA kinetic characteristics of different risk groups.
Figure 5. Risk stratification for PFS based on machine learning models and published models (A: C3D1 PFS and B: C4D1 PFS); C: selected ctDNA kinetic characteristics of different risk groups.