Inferring community transmission of SARS-CoV-2 in the United Kingdom using the ONS COVID-19 Infection Survey

Ruth McCabe1,2,3, Gabriel Danelian3, Jasmina Panovska-Griffiths3,4,5, Christl A. Donnelly1,2,5,6

1 Department of Statistics, University of Oxford
2 National Institute for Health and Care Research Health Protection Research Unit in Emerging and Zoonotic Infections
3 United Kingdom Health Security Agency
4 The Queen’s College, University of Oxford
5 The Pandemic Sciences Institute, University of Oxford
6 MRC Centre for Global Infectious Disease Analysis, Imperial College London

Abstract

Key epidemiological parameters, including the effective reproduction number, $R(t)$, and the instantaneous growth rate, $r(t)$, generated from an ensemble of models, have been informing public health policy throughout the COVID-19 pandemic in the four nations of the United Kingdom of Great Britain and Northern Ireland (UK). However, estimation of these quantities became challenging with the scaling down of surveillance systems as part of the transition from the “emergency” to “endemic” phase of the pandemic.

The Office for National Statistics (ONS) COVID-19 Infection Survey (CIS) provided an opportunity to continue estimating these parameters in the absence of other data streams. We used a penalised spline model fitted to the ONS CIS test positivity estimates to produce a smoothed estimate of the prevalence of SARS-CoV-2 positivity over time. The resulting fitted curve was used to estimate the “ONS-based” $R(t)$ and $r(t)$ across the four nations of the UK. Estimates produced under this model are compared to government-published estimates with particular consideration given to the contribution that this single data stream can offer in the estimation of these parameters.

Depending on the nation and parameter, we found that up to 77% of the variance in the government-published estimates can be explained by the ONS-based estimates, demonstrating the value of this singular data stream to track the epidemic in each of the four nations. We additionally find that the ONS-based estimates uncover epidemic trends earlier than the corresponding government-published estimates.

Our work shows that the ONS CIS can be used to generate the key COVID-19 epidemics across the four UK nations. This is not intended as an alternative to ensemble modelling, rather it is intended as a potential solution to the aforementioned challenge faced by public health officials in the UK in early 2022.

NOTE: This preprint reports new research that has not been certified by peer review and should not be used to guide clinical practice.
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Introduction

Key epidemiological parameters, including the effective reproduction number, $R(t)$, and the instantaneous growth rate, $r(t)$, have been used to inform public health policy throughout the COVID-19 pandemic.1–4 Estimation of these quantities by public health officials in the United Kingdom (UK) has relied on an ensemble of models which encompass a range of data sources and assumptions.5 These parameters are traditionally estimated using case data as a proxy for the infection incidence curve,6,7 but methods have also been developed to estimate these parameters from other sources, such as hospitalisations8 and genomic data.9 The four nations of the UK (England, Scotland, Wales and Northern Ireland, herein ordered by population size) were recognised globally as having comprehensive SARS-CoV-2 testing surveillance systems,10–12 comprising of widescale community testing,13 nationwide surveys of infection,14,15 genomic data,16,17 and wastewater surveillance,18 but these were largely scaled down from their peak capacity as part of the transition from an “emergency” to “endemic” state in the first half of 2022.19–22 Consequently, estimation of $R(t)$ and $r(t)$, particularly using an ensemble model approach, became more challenging due to the reduction in available data streams.

The Office for National Statistics (ONS) COVID-19 Infection Survey (CIS)14 was a primary means by which SARS-CoV-2 transmission was tracked within the UK. This COVID-19 testing study invited members of randomly selected private households across the UK to complete polymerase chain reaction (PCR) tests, regardless of symptoms or behaviour. The ONS CIS continued for one year after the cessation of community testing, until its “pause” in March 2023,23 and in October 2023 it was announced that a similar study would be undertaken for the upcoming 2023/24 winter period.24 Although the survey can estimate incidence of infection, this lags the main metric of interest, the percentage of the population testing positive for SARS-CoV-2 infection, which is used as a proxy for the prevalence of infection in each nation of the UK. These data, widely regarded as “gold-standard” due to the random sampling methods underpinning them, provided an opportunity to continue estimating $R(t)$ and $r(t)$ after the scaling down of many of the surveillance systems described above.

By adapting the methods deployed by another community surveillance survey with randomly-selected participants, the REal-time Assessment of Community Transmission (REACT) study,15,25 this paper presents a model to estimate $R(t)$ and $r(t)$ directly from publicly available ONS CIS test positivity estimates in each nation of the UK. The estimates produced under this model are compared to government-published ensemble estimates, to assess the validity of this method to track the spread of SARS-CoV-2 in the absence of other surveillance data. In particular, we consider the level of contribution that this single data stream can offer in the estimation of these parameters. This methodology is then used to provide estimates of $R(t)$ and $r(t)$ in each nation of the UK until the initial pause of the ONS CIS in the first quarter of 2023.

Methods

Estimating $R(t)$ and $r(t)$ using the ONS COVID-19 Infection Survey (CIS)

The ONS CIS

The ONS CIS was the only long-term SARS-CoV-2 testing study in randomly selected households encompassing all four nations of the UK. In brief, private households were
randomly selected across each nation, irrespective of factors such as members displaying symptoms or having contact with a known case, and household members aged over 2 years were invited to complete multiple PCR tests over time. The random sampling produced estimates that were unaffected by test-seeking behaviour and public availability of diagnostic tests. Further details regarding sampling can be found in 26.

The primary outcome of interest was the estimated percentage of people testing positive for SARS-CoV-2, derived from the number of positive tests out of the total tests completed and post-stratified by key variables, such as gender and ethnicity. The publication of corresponding estimates of incidence of infection, based on the primary outcome (prevalence of test positivity), was lagged by a couple of weeks, as this is substantially more complex to estimate, but ceased to be published from June 2022.27 Initially, the CIS had overlapping reporting windows of approximately 10 – 14 days but reporting settled into approximately weekly windows.

Publicly-available data are provided as point estimates with 95% credible intervals, derived from the post-stratification model.26 The survey commenced on different dates in each nation (Table 1) and there is some heterogeneity in the reporting windows across nations, but was “paused” on 13 March 2023 in England, Scotland and Wales and on 7 March 2023 in Northern Ireland (with the last publication (at time of writing) on 24 March 2023).28 In all settings, the midpoint of the reporting window is taken as the “date” of the observation, for the purposes of model fitting.

In October 2023, the UKHSA and the ONS announced a “Winter COVID-19 study” (WCIS) running from November 2023 – March 2024, with similar aims to the ONS CIS of ascertaining prevalence of SARS-CoV-2 infection in communities across the UK.24 However, as these data are not available at the time of writing (October 2023) and their exact format is currently unknown, our study only covers the first, continuous period of the ONS CIS from 2020 to the end of March 2023. Nonetheless, the implications of our methodology for the newly announced WCIS are outlined in the Discussion.

Table 1: Availability of estimates used in this study: test positivity from the ONS CIS survey and official estimates of the effective reproduction number and growth as published by the UK government. The study period for each nation is determined as the beginning date of the ONS CIS until the initial “pause” date of the ONS CIS (March 2023), while the period of overlap states the period for which both ONS-based estimates and government-published estimates are available for comparison.

<table>
<thead>
<tr>
<th>Nation</th>
<th>ONS CIS coverage</th>
<th>Parameter</th>
<th>Government-published estimate coverage</th>
<th>Period of overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>England</td>
<td>27/04/20 – 13/03/23</td>
<td>Reproduction number</td>
<td>29/05/20 – 23/12/22</td>
<td>29/05/20 – 23/12/22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Growth rate</td>
<td>12/06/20 – 23/12/22</td>
<td>12/06/20 – 23/12/22</td>
</tr>
<tr>
<td>Scotland</td>
<td>03/10/20 – 13/03/23</td>
<td>Reproduction number</td>
<td>28/05/20 – 08/12/22</td>
<td>03/10/20 – 08/12/22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Growth rate</td>
<td>18/06/20 – 08/12/22</td>
<td>03/10/20 – 08/12/22</td>
</tr>
<tr>
<td>Wales</td>
<td>27/07/20 – 13/03/23</td>
<td>Reproduction number</td>
<td>28/05/20 – 09/12/22</td>
<td>27/07/20 – 09/12/22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Growth rate</td>
<td>12/06/20 – 27/12/21</td>
<td>27/07/20 – 27/12/21</td>
</tr>
<tr>
<td>Northern Ireland</td>
<td>11/09/20 – 07/03/23</td>
<td>Reproduction number</td>
<td>26/05/20 – 31/05/22</td>
<td>11/09/20 – 31/05/22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Growth rate</td>
<td>09/06/20 – 17/11/20</td>
<td>11/09/20 – 17/11/20</td>
</tr>
</tbody>
</table>
Modelling $R(t)$ and $r(t)$

A two-step approach is used to estimate $R(t)$ and $r(t)$ from the ONS CIS, with these estimates denoted by $\hat{R}(t)$ and $\hat{r}(t)$, respectively, and referred to as “ONS-based” estimates. The methods are primarily adapted from those presented in Eales et al. and akin to those in 25 and 29,30. Specifically, a penalised spline model is fit to the ONS CIS test positivity estimates to produce a smoothed estimate of the prevalence of SARS-CoV-2 positivity over time before the epidemiological parameters of interest are estimated directly from the resulting curve. Each step is described in turn below.

Step 1: fitting a spline to the ONS CIS test positivity data

The model used by the REACT study was taken as the basis for spline-fitting in this study and is explained here briefly. The REACT-1 data consist of the number of positive ($Y_t$) and total ($N_t$) tests on each day of the study period, allowing test positivity of SARS-CoV-2 to be naively estimated as $p_t = \frac{Y_t}{N_t}$. Smoothed test positivity, defined as $\hat{p}(t)$, is estimated via a linear combination of $K$ 3rd order B-splines up to the 2nd degree, defined by a sequence of equidistant knots distributed throughout the period under consideration. Specifically:

$$\hat{p}(t) = \sum_{k=1}^{K} a_k B_{k,3}(t)$$

where $B_{k,3}(t)$ represents the $k$th 3rd order B-spline (see Supplementary Material) and $a_k$ are the model coefficients, defined by a second-order random-walk prior distribution. The binomial likelihood is then parameterised by the observed number of total tests, $N_t$, and the estimated test positivity, $\hat{p}(t)$, at each time point.

Although the principal idea is the same, several adjustments were required to adapt the REACT spline model to ONS test positivity estimates. First, an additional sampling step was required to capture the uncertainty in the ONS estimates, which are provided in a different format to the REACT-1 data. Let $\mu_t$ denote the central ONS estimate of SARS-CoV-2 test positivity at time $t$, with $l_t$ and $u_t$ denoting the corresponding lower and upper limits of the credible interval, respectively. The variance of the estimate can be estimated as $\sigma_t^2 \approx \left(\frac{u_t - l_t}{3.92}\right)^2$. For each time $t$, $\pi_t$, the test positivity, is considered a random variable following a Beta distribution parameterised using $\mu_t$ and $\sigma_t^2$ as shown:

$$\pi_t \sim \text{Beta}(\alpha_t, \beta_t)$$

$$\alpha_t = \mu_t \left(\frac{1 - \mu_t}{\sigma_t^2} - 1\right) > 0$$

$$\beta_t = \alpha_t \left(\frac{1 - \mu_t}{\mu_t}\right) > 0.$$ 

The derivation of the expressions for $\alpha_t$ and $\beta_t$ is shown in the Supplementary Material. For every iteration, $i$, our model begins by sampling $\pi_t^{(i)}$ for every time point $t$ ahead of the construction of the B-splines and transforming this value onto the unconstrained logit scale:

$$\text{logit}(\pi_t) = \log \left(\frac{\pi_t}{1 - \pi_t}\right)$$
Second, the weekly timescale of the ONS CIS data, compared to the daily timescale of the REACT-1 study data, also necessitated adjustments to the model. In this instance, a first-order random walk was deemed a more appropriate prior distribution for the model coefficients due to the rapidly changing epidemic dynamics in these weekly data. Furthermore, knots could not be placed at the REACT-1-optimised value of every five days. Rather, a sensitivity analysis of the placing of knots was undertaken by considering scenarios in which the number of equidistant knots was equal to a percentage of the total data points, specifically 20%, 30% and 40%, balancing capturing sufficient information but without overfitting.

The final adaptation was to use a Normal likelihood function, again due to the different format of the data, based on the results of a simulation study, with details set out in the Supplementary Material. Bringing everything together:

\[ \pi_t \sim \text{Beta}(\alpha_t, \beta_t) \]
\[ a_1 \sim \text{Normal}(0,1) \]
\[ a_k \sim \text{Normal}(a_{k-1}, \tau^2) \]
\[ \tau^2 \sim \text{InverseGamma}(0.0001, 0.0001) \]
\[ \logit(\hat{p}(t)) = \sum_{k=1}^{K} a_k B_{K,i}(t) \]
\[ \logit(\pi_t) \sim \text{Normal}(\logit(\hat{p}(t)), \gamma^2) \]
\[ \gamma^2 \sim \text{InverseGamma}(0.0001, 0.0001) \]

This model was fitted using a No-U-Turn sampler, implemented in STAN, with 4 chains, each with 20,000 iterations and a burn-in of 2,000 iterations. To ensure smooth estimates of \( R(t) \) and \( r(t) \), the coefficients from the model are used to estimate \( \hat{p}(t) \) at a granular time step (hundredths of one day).

**Step 2a: Estimating \( R(t) \)**

The effective reproduction number, \( R(t) \), is estimated using the renewal equation\(^6\),\(^32\):

\[ \hat{R}(t) = \frac{\hat{p}(t)}{\int_{\tau=0}^{\infty} \hat{p}(t - \tau) g(\tau) d\tau} \]

where \( g(\cdot) \) denotes the distribution of the generation time, defined as the time between the infections of infector-infectee pairs. The integral is approximated by summation.

The generation time distribution has been shown to change over time with the emergence of new variants.\(^33\) As such, estimates of \( g(\cdot) \) used in this study were extracted from the literature for four distinct time periods defined by epidemic waves: Wildtype, Alpha, Delta and Omicron. Each study distribution was parameterised using data from the UK and thus is assumed to be applicable to this setting. The transition dates between time periods were determined by the earliest date at which 50% of the daily tests were attributable to the emerging variant according to Our World in Data.\(^34\) The distributions are summarised in Table 2.
Table 2: Parameterisations of the generation time distribution used in the analysis. Variant time periods are defined by the earliest date at which 50% of the daily tests were attributable to the emerging variant according to Our World in Data. Uncertainty was not characterised for the estimates obtained for the Omicron wave.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Time period</th>
<th>Parametric distribution</th>
<th>Mean (Standard deviation)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wildtype</td>
<td>01/04/2020 – 25/12/2020</td>
<td>Lognormal</td>
<td>4.2 (3.3 – 5.3)</td>
<td>Hart et al.</td>
</tr>
<tr>
<td>Alpha</td>
<td>26/12/2020 – 21/05/2021</td>
<td>Gamma</td>
<td>5.5 (4.7 – 6.5)</td>
<td>Hart et al.</td>
</tr>
<tr>
<td>Delta</td>
<td>22/05/2021 – 21/11/2021</td>
<td>Gamma</td>
<td>4.7 (4.1 – 5.6)</td>
<td>Hart et al.</td>
</tr>
<tr>
<td>Omicron</td>
<td>22/12/2021 – 13/03/2023</td>
<td>Gamma</td>
<td>3.3 (3.0 – 4.3)</td>
<td>Abbott et al.</td>
</tr>
</tbody>
</table>

Step 2b: Estimating $r(t)$

The instantaneous growth rate, $r(t)$, is approximated as follows:

$$\hat{r}(t) = \frac{\frac{\partial \hat{p}(t)}{\partial t}}{\hat{p}(t) - \hat{p}(t - 1)}.$$

The quantities of interest, $\hat{R}(t)$ and $\hat{r}(t)$, are estimated for all posterior realisations of the spline model, with results presented as the median and the 2.5% and 97.5% quantiles throughout.

Analysis of $\hat{R}(t)$ and $\hat{r}(t)$

**Government-published estimates**

Estimates of $R(t)$ and $r(t)$ for SARS-CoV-2 in each of the four nations were produced for and published by the government from early in the pandemic for either weekly or biweekly time periods. The estimates were derived from an ensemble of (up to 14) independently run models as part of a cross-government and academic modelling hub that comprised the UK Health Security Agency (UKHSA) Epidemiological Ensemble team and Scientific Pandemic Influenza Group on Modelling, Operational sub-group (SPI-M-O). These models encompassed a range of different assumptions and data streams as set out in . Among the data streams used, officially reported cases and hospital admissions were the most common, but there were also two models which fit to the ONS CIS data. Consequently, there is a degree of inbuilt dependency between the government-published estimates and the estimates obtained in this study, as demonstrated below.

Ensemble model outputs were combined into a single estimate with associated uncertainty, using an established method derived by the Defence Science and Technology Laboratory (DSTL). These estimates are publicly available for download and are presented as 90% confidence intervals for the period, without any central estimate. We apply the weekly or biweekly estimates to each day in the corresponding time period, and approximate a central estimate by taking the mid-point of the upper and lower bounds, herein denoted by $\bar{R}(t)$ and
\( \hat{R}(t) \) for the effective reproduction number and instantaneous growth rate, respectively. These estimates are herein referred to as “government-published” estimates.

There is heterogeneity in the availability of the government-published estimates, depending on the parameter and nation under consideration (Table 1). For example, official estimates of the growth rate in Northern Ireland are only available from June to November 2020. All estimates for each nation ceased to be published by 23 December 2022.42

**Comparison of ONS-based and government-published estimates**

The ONS-based estimates \( \hat{R}(t) \) and \( \hat{r}(t) \) are initially presented from the beginning of the survey period in each nation until the end of 2022, as this is when the government-published estimates ceased to be publicly available for both parameters and for all four nations (Table 1). The periods for which the ONS-based estimates can be compared to government-published estimates for each parameter and nation combination are set out in Table 1. Due to the short period of government published estimates for the growth rate in Northern Ireland, ONS-based estimates of this parameter cannot be compared in any meaningful way to the corresponding official estimates and are thus omitted from our analysis.

We use three metrics to consider the relationship between the (median) ONS-based \([\hat{R}(t)\] and \(\hat{r}(t)\]) and government-published \([\hat{R}(t)\] and \(\hat{r}(t)\]) estimates of the parameters of interest, each of which are now presented. These are herein referred to as the “comparison metrics”.

First, we use linear regression models of the form:

\[
\hat{R}(t) = \beta_0 + \beta_1 \hat{R}(t) + \epsilon
\]

and

\[
\hat{r}(t) = \gamma_0 + \gamma_1 \hat{r}(t) + \epsilon
\]

to assess the level of variation within the government-published estimates explained by the ONS-based estimates. This is captured by:

\[
R^2 = 1 - \frac{\text{Residual sum of squares}}{\text{Total sum of squares}}.
\]

Second, we consider the Spearman rank correlation, selected due to the lack of assumptions regarding the distributions of the data.

Finally, the parameters of interest in this paper are sometimes interpreted dichotomously by policymakers, for example, to assess whether the epidemic is either growing or shrinking. As such, the proportion of point estimates over the study period for which the modelled and official estimates are on the same side of the “growth thresholds”, 0 for the growth rate and 1 for the effective reproduction number, over time is also presented as the third and final metric for comparison. This quantity is herein referred to as the “agreement proportion”.

A sensitivity analysis was used to examine the potential of a time-lag between estimates, assessed via the three comparison metrics. Specifically, lags between plus and minus 20 days from the default values were considered. A positive lag of \(L\) days indicates that the ONS-based estimates of day \(D\), \(\hat{R}(D)\) and \(\hat{r}(D)\), are compared with the government-published estimates at day \(D + L\), \(\hat{R}(D + L)\) and \(\hat{r}(D + L)\), and vice versa. In the main plots, we present our ONS-based estimates alongside the government-published estimates for the time lag and knot value under which \(R^2\) is maximised. A comparison of estimates without any time lags are presented in the Supplementary Material.
Finally, $R(t)$ and $r(t)$ are produced for the first quarter of 2023 by fitting the spline model to ONS CIS estimates from 1 November 2022 until the initial "pause" of the survey on 13 March 2023 in England, Scotland and Wales and on 7 March 2023 in Northern Ireland. These are presented for information but without comparison, due to the lack of availability of the government-published estimates in this period.

All data and code used are available from: https://github.com/ruthmccabe/ons-test-positivity-model.

Results

Figure 1 to Figure 4 present the results for England, Scotland, Wales and Northern Ireland, respectively. Across the board, we can demonstrate strong agreement between our ONS-based estimates and the government-published estimates for both parameters. Depending on nation and parameter, up to 77% of the variance in the government-published estimates can be explained by the ONS-based estimates, providing evidence of the suitability of this singular data stream to track the epidemic in each of the four nations (Table 3). Similarly, we observed high maximum values of the Spearman rank correlation, ranging between 0.72 and 0.87 (Table 3).

We found that the model in England produced similar values of the three comparison metrics for all numbers of knots considered (Figure 1F-G). However, this was not the case in Scotland and Wales, where the number of knots played a more important role (Figure 2F-G; Figure 3F-G): for example, the maximum observed $R^2$ for $R(t)$ in Scotland rose by more than 40% from 0.53 to 0.74 when doubling the number of knots from 20% to 40% of total data points. In addition to requiring a greater number of knots, the spline fits in Scotland and Wales, and additionally in Northern Ireland, all have substantially greater uncertainty which is propagated through to $R(t)$ and $r(t)$. This is likely driven by the increased uncertainty arising from smaller sample sizes in the ONS CIS, which are proportional to the smaller population sizes in these nations compared to England.

Our sensitivity analysis has highlighted a time delay between the ONS-based estimates compared to the government-based estimates. In England, Scotland and Wales, the ONS-based estimates are correlated with later government-published estimates, suggesting that the ONS-based estimates can capture epidemic trends more quickly. (This effect can be seen clearly in Supplementary Figures 7 – 9). The models in England and Scotland indicated a similar time delay of around 8 days for $R(t)$ and 10 days for $r(t)$. In Scotland, $R^2$ rose by almost 50% from 0.49 with no time delay to its maximum value (0.74) under a delay of 8 days for the $R(t)$ under the model with 40% knots, emphasising the importance of considering such delays. The time delay which maximised the metrics of interest was much greater in Wales, sitting at around 2 weeks for both parameters.

For $R(t)$ and $r(t)$ in England and Scotland, and $R(t)$ in Wales, the agreement proportion sits close to 0.80 depending on the time delay and number of knots used (range 0.79 – 0.82). The majority of instances in which there is not agreement on whether the epidemic is growing or shrinking occurs for values close to the threshold (e.g. one estimate being slightly over the threshold while the other is slightly under and vice versa), rather than there being large differences between the two estimates. This is what drives the low agreement proportion of $r(t)$ in Wales, despite the corresponding $R^2$ and Spearman correlation values being relatively high.
Our ONS-based estimates for Northern Ireland have the weakest relationship with the government-published estimates. $R(t)$ fluctuates substantially more so than $\hat{R}(t)$ throughout the period, in particular from November 2021 (around the time of the emergence of the Omicron variant). This relationship is reflected in all three comparison metrics, with a maximum of only 50% of the variance in the government-published estimates being explained by the ONS-based estimates. Furthermore, the ONS-based estimates are (weakly) correlated with an earlier government-based, in contrast to England, Scotland and Wales, meaning that in Northern Ireland the ONS-based estimates are slower to track the epidemic trends in this setting.

Table 3: Maximum values of the three comparison metrics used to assess the relationship between the ONS-based and government-published estimates of $R(t)$ and $\hat{R}(t)$ for each nation. The value of the metric is provided alongside the lag* (in days) and the percentage of knots** out of the total data points for which this maximum value is produced. For any instance in which there were multiple combinations producing the same maximum value, the lag closest to 0 and lowest percentage of knots was selected for presentation here.

<table>
<thead>
<tr>
<th>Country</th>
<th>Effective reproduction number</th>
<th>Instantaneous growth rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$ Spearman Agreement</td>
<td>$R^2$ Spearman Agreement</td>
</tr>
<tr>
<td></td>
<td>correlation proportion</td>
<td>correlation proportion</td>
</tr>
<tr>
<td>England</td>
<td>Value 0.71 0.85 0.81</td>
<td>Value 0.77 0.87 0.82</td>
</tr>
<tr>
<td></td>
<td>Lag* -8 -6 -10</td>
<td>Lag* -9 -7 -7</td>
</tr>
<tr>
<td></td>
<td>Knots** 30% 30% 40%</td>
<td>Knots** 30% 30% 40%</td>
</tr>
<tr>
<td>Scotland</td>
<td>Value 0.74 0.86 0.79</td>
<td>Value 0.69 0.83 0.80</td>
</tr>
<tr>
<td></td>
<td>Lag* -8 -8 -4</td>
<td>Lag* -11 -10 -7</td>
</tr>
<tr>
<td></td>
<td>Knots** 40% 40% 40%</td>
<td>Knots** 40% 40% 40%</td>
</tr>
<tr>
<td>Wales</td>
<td>Value 0.66 0.81 0.79</td>
<td>Value 0.67 0.82 0.42</td>
</tr>
<tr>
<td></td>
<td>Lag* -12 -10 -10</td>
<td>Lag* -15 -14 -13</td>
</tr>
<tr>
<td></td>
<td>Knots** 40% 40% 40%</td>
<td>Knots** 40% 40% 40%</td>
</tr>
<tr>
<td>Northern</td>
<td>Value 0.52 0.72 0.52</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>Lag* 9 9 10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Knots** 40% 40% 40%</td>
<td></td>
</tr>
</tbody>
</table>

Estimates for 2023

Figure 5 presents the spline fits and estimates of $R(t)$ and $\hat{R}(t)$ from January – March 2023 in each nation, under varying numbers of knots in the spline model.

In each nation, ONS test positivity decreases to mid-January, which results in the corresponding estimates falling below the epidemic growth thresholds: $R(t) < 1$ and $\hat{R}(t) < 0$. However, the degree to which the estimates indicate a shrinking epidemic is dependent on the number of knots used, with a lower number of knots resulting in the estimates being closer to the threshold and vice versa.

From mid-January, test positivity increases in all nations, peaking in mid-February in England, Scotland and Wales, and in early February in Northern Ireland. This results in epidemic growth, $R(t) > 1$ and $\hat{R}(t) > 0$, for most of the month of February. In England and Scotland, by the end of the period, both $R(t)$ and $\hat{R}(t)$ approach the epidemic threshold showing a stable epidemic, but in Wales and Northern Ireland the estimates imply that the epidemic was continuing to grow.
Figure 1: Fit to ONS CIS data, resulting estimates of $\hat{R}(t)$ and $r(t)$, and comparison metrics for England. (A) Spline model fit ($\hat{R}(t)$) (blue; median line with 95% credible intervals) to data (black points; ONS point estimate with 95% credible intervals) with the number of knots totalling 30% of the total data points. (B) The ONS-based estimated effective reproduction number ($\hat{R}(t)$) (blue; median line with 95% credible intervals) alongside the government-published estimates ($\tilde{R}(t)$) (red; 90% confidence intervals), lagged by -8 days. The black dashed line highlights the epidemic growth threshold of 1. (C) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of $\hat{R}(t)$, with the latter lagged by -8 days. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due to the limited precision available (due to rounding before publication) for government-published estimates. (D) The ONS-based estimated instantaneous growth rate ($\hat{r}(t)$) (blue; median line with 95% credible intervals) alongside the government-published estimates ($\tilde{r}(t)$) (red; 90% confidence intervals), lagged by -9 days. The dashed line highlights the epidemic growth threshold of 0. (E) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of $\hat{r}(t)$, with the latter lagged by -9 days. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due to the limited precision available (due to rounding before publication) for government-published estimates. (F) – (H) Results of the three metrics used to assess the agreement between ONS-based and government-published estimates under different lags and for models fitted with a different number of knots, taken as a percentage of the total data points. (F) $\rho$. Dotted lines indicate the lag for which this metric is maximised for each parameter and is thus what is applied to the government-based estimates in panels (B) – (E). (G) Spearman rank correlation. (H) Agreement proportion.
Figure 2: Fit to ONS CIS data, resulting estimates of \( \hat{r}(t) \) and \( r(t) \), and comparison metrics for Scotland. (A) Spline model fit (\( \hat{\hat{r}}(t) \)) (blue; median line with 95% credible intervals) to data (black points; ONS point estimate with 95% credible intervals) with the number of knots totalling 40% of the total data points. (B) The ONS-based estimated effective reproduction number (\( \hat{\hat{r}}(t) \)) (blue; median line with 95% credible intervals) alongside the government-published estimates (\( \hat{\hat{r}}(t) \)) (red; 90% confidence intervals), lagged by -8 days. The black dashed line highlights the epidemic growth threshold of 1. (C) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of \( \hat{r}(t) \), with the latter lagged by -8 days. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due the limited precision available (due to rounding before publication) for government-published estimates. (D) The ONS-based estimated instantaneous growth rate (\( \hat{\hat{r}}(t) \)) (blue; median line with 95% credible intervals) alongside the government-published estimates (\( \hat{\hat{r}}(t) \)) (red; 90% confidence intervals), lagged by -11 days. The dashed line highlights the epidemic growth threshold of 0. (E) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of \( \hat{r}(t) \), with the latter lagged by -11 days. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due to the limited precision available (due to rounding before publication) for government-published estimates. (F) – (H) Results of the three metrics used to assess the agreement between ONS-based and government-published estimates under different lags and for models fitted with a different number of knots, taken as a percentage of the total data points. (F) \( \hat{\hat{r}}^2 \). Dotted lines indicate the lag for which this metric is maximised for each parameter and is thus what is applied to the government-based estimates in panels (B) – (E). (G) Spearman rank correlation. (H) Agreement proportion.
Figure 3: Fit to ONS CIS data, resulting estimates of $\hat{R}(t)$ and $r(t)$, and comparison metrics for Wales. (A) Spline model fit ($\hat{R}(t)$) (blue; median line with 95% credible intervals) to data (black points; ONS point estimate with 95% credible intervals) with the number of knots totalling 40% of the total data points. (B) The ONS-based estimated effective reproduction number ($\hat{R}(t)$) (blue; median line with 95% credible intervals) alongside the government-published estimates ($\hat{R}(t)$) (red; 90% confidence intervals), lagged by -12 days. The black dashed line highlights the epidemic growth threshold of 1. (C) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of $\hat{R}(t)$, with the latter lagged by -12 days. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due to the limited precision available (due to rounding before publication) for government-published estimates. (D) The ONS-based estimated instantaneous growth rate ($\hat{r}(t)$) (blue; median line with 95% credible intervals) alongside the government-published estimates ($\hat{r}(t)$) (red; 90% confidence intervals), lagged by -15 days. The dashed line highlights the epidemic growth threshold of 0. (E) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of $\hat{r}(t)$, with the latter lagged by -15 days. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due to the limited precision available (due to rounding before publication) for government-published estimates. (F) – (H) Results of the three metrics used to assess the agreement between ONS-based and government-published estimates under different lags and for models fitted with a different number of knots, taken as a percentage of the total data points. (F) $r^2$. Dotted lines indicate the lag for which this metric is maximised for each parameter and is thus what is applied to the government-based estimates in panels (B) – (E). (G) Spearman rank correlation. (H) Agreement proportion.
Figure 4: Fit to ONS CIS data, resulting estimates of \( \hat{R}(t) \) and \( \hat{r}(t) \), and comparison metrics for Northern Ireland. (A) Spline model fit (\( \hat{R}(t) \)) (blue; median line with 95% credible intervals) to data (black points; ONS point estimate with 95% credible intervals) with the number of knots totalling 40% of the total data points. (B) The ONS-based estimated effective reproduction number (\( \hat{R}(t) \)) (blue; median line with 95% credible intervals) alongside the government-published estimates (\( \hat{R}(t) \)) (red; 90% confidence intervals), lagged by 9 days. The black dashed line highlights the epidemic growth threshold of 1. (C) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of \( \hat{R}(t) \), with the latter lagged by 9 days. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due to the limited precision available (due to rounding before publication) for government-published estimates. (D) The ONS-based estimated instantaneous growth rate (\( \hat{r}(t) \)) (blue; median line with 95% credible intervals) alongside the government-published estimates (\( \hat{r}(t) \)) (red; 90% confidence intervals), without any lag. The dashed line highlights the epidemic growth threshold of 0. (E) Scatterplot (light green points) showing the relationship between the ONS-based and government-reported estimates of \( \hat{r}(t) \), without any lag. The dark green line shows the trend line from the linear model (with dark green shading corresponding to 95% confidence intervals) regressing the lagged government-published estimates on the ONS-based estimates. Rows of points are due to the limited precision available (due to rounding before publication) for government-published estimates. (F) – (H) Results of the three metrics used to assess the agreement between ONS-based and government-published estimates of \( \hat{R}(t) \) under different lags and for models fitted with a different number of knots, taken as a percentage of the total data points. (F) \( R^2 \). Dotted lines indicate the lag for which this metric is maximised for \( \hat{R}(t) \) and is thus what is applied to the government-based estimates in panels (B) – (C). (G) Spearman rank correlation. (H) Agreement proportion.
Figure 5: Fit to ONS CIS data and resulting estimates of and for England, Scotland, Wales and Northern Ireland from January 2023 - March 2023, at which point the ONS CIS was initially “paused”. Throughout, lines represent median values and shaded areas are the corresponding 95% credible intervals (A) Spline model fits to data (black points; ONS point estimate with 95% credible intervals) with the number of knots totalling 20% (green), 30% (light blue) and 40% (purple) of the total data points. (B) The estimated effective reproduction number resulting from the spline fits in (A). The dashed line highlights the epidemic growth threshold of 1. (C) The estimated instantaneous growth rate resulting from the spline fits in (A). The dashed line highlights the epidemic growth threshold of 0.
Discussion

We have demonstrated and validated a method to estimate the $R(t)$ and $r(t)$ of SARS-CoV-2 using the publicly available ONS CIS data, which became a primary source characterising the ongoing epidemics in the four nations of the UK after the scaling down of community testing in Spring 2022, until the survey’s initial “pause” in March 2023. We have shown strong agreement between our ONS-based and government-published estimates across mid-2020 until the end of 2022, showing the suitability of this model applied to these data to track the trends in these key epidemic parameters. Specifically, we demonstrated that up to 77% of the variation in the government-published estimates could be explained by our ONS-based estimates, depending on the nation and parameter under consideration, which was complemented by high values of the Spearman rank correlation and agreement proportion. We have also found that most estimates under this model, except for Northern Ireland, led government-reported estimates by up to 2 weeks, a potentially advantageous gap in terms of producing timely real-time modelling estimates. These results are important for the WCIS announced in October 2023, as the methodology deployed here could potentially be used on the data generated by this study to track community transmission in the UK over winter 2023/24.

Our work is not intended as an alternative to ensemble modelling, which is advantageous in its ability to synthesise information from multiple sources. Although deployed in multiple different fields, this is particularly important in the context of modelling the SARS-CoV-2 epidemic in the UK, due to the diversity of surveillance data streams available. As discussed by Park et al., the ensemble modelling approach has many strengths including increased prediction ability and greater robustness. We see our work completing this approach, by presenting a potential solution to the challenge faced by public health officials in the UK in early 2022 given the large scaling-down of the surveillance systems at the time. With less data available, some ensemble models could become less reliable, while the approach presented here would not have been affected given the continuation of the ONS CIS beyond this period.

One of the strengths of this study is its application to all nations of the UK separately, which is uncommon in the literature. This work underlines the importance of setting-specific analysis of an epidemic and the differences that can arise even when these settings are geographically close and socioeconomically similar. While we were able to produce estimates which matched government-reported estimates closely, we found that both the smoothness of the spline and the time delay between the ONS-based and government-published estimates were dependent on the nation of the UK, with smaller ONS CIS sample sizes (proportional to population size) resulting in less smooth fits. As previously mentioned, this is likely attributable to the increased variability observed in the ONS CIS data among nations with smaller sample sizes. Moreover, each of the four nations have devolved governments which implemented slightly different public health and social measures at varying time points. This nuance would be difficult to capture accurately in a UK-level model.

The importance of setting-specific modelling was underlined in Northern Ireland. We found that, here, $\hat{R}(t)$ has the weakest relationship with $\tilde{R}(t)$ of all of the nations, and this relationship could not even be evaluated for $r(t)$ due to the lack of government-published estimates in this nation. In addition to the weaker relationship, the temporal relationship between the two sets of estimates were the opposite of that observed in the other three nations, with $\hat{R}(t)$ trailing $\tilde{R}(t)$. Northern Ireland has the smallest population size of the four nations of the UK (approximately 1.9 million), which inevitably increases the volatility of all
surveillance data observed in this setting, and indeed this was demonstrated through the volatility of $\hat{R}(t)$. In particular, this volatility may have contributed to the lack of published estimates $\hat{r}(t)$, occurring when a consensus estimate from the ensemble models could not be generated due to the small number of reliable model outputs available.

Our model builds upon the methodology set out in $^{25}$ by adapting the model to fit to ONS CIS data. Of course, other methods also exist to estimate $r(t)$ and $R(t)$ using the ONS CIS data. While theoretically it would be possible to use ONS-estimated incidence of infection within previously published frameworks such as $^{6,7,52}$, these figures were published up to 3 weeks later than the corresponding test positivity estimates and ceased to be published in June 2022, thus making these data unsuitable for ongoing real-time modelling of the epidemic. As an alternative, Abbott and Funk $^{38}$ deconvolve ONS test positivity data into incidence, which they then model using a Gaussian process. However, in addition to the assumption of the generation time distribution, which is a necessity of the renewal model, the probability density function of the time from infection until PCR positivity is also required. Similarly, the ONS CIS is among the data streams that Birrell et al. $^{39,40}$ fit to as part of their age- and NHS-England-region-stratified Susceptible-Exposed-Infected-Recovered (SEIR) model. However, this model is specific to England, and requires additional parameters to calibrate the complex mechanistic model to the observed data, as is the case with mathematical models of this structure. By contrast, our method only has two key parameters which require tuning to the setting of interest. Firstly, the generation time distribution, which is a common assumption in models with an element of mechanistic transmission $^{6,7,52}$. Secondly, the smoothness of the spline, controlled by the number of knots. For the latter, we conducted a sensitivity analysis to assess the impact of the number of knots and show that there are often multiple viable options, although we found that data sets with smaller sample sizes were better fitted by models with more knots. Other strengths of our model include the ease with which the generation time distribution can be updated over time, as was required due to the emergence of new variants $^{33}$ and that we only fit to publicly available data, meaning that anyone may reproduce our results and/or adapt the model to similar data in other contexts, for example in different countries or to different pathogens, or even to other data streams if appropriate.

It is important to be aware of the limitations of this work. First, our estimates suffer from boundary effects attributable to the ONS CIS survey starting mid-way through a wave of infection. This is particularly noticeable in Wales and Northern Ireland (also with smaller sample sizes) and may contribute to the lower levels of agreement observed between the ONS-based and government-published estimates for each comparison metric. Second, as discussed, there is not a standard way to select the optimal level of smoothing and thus was determined in this instance via sensitivity analysis. Eales et al. $^{25}$ have taken a similar approach in their selection the number of knots. Third, as $R(t)$ and $r(t)$ are not directly observable quantities, there are no “true” values by which to validate our model. Instead, we have focussed on comparison with the government-published estimates and considered the amount of information that the ONS-based estimates alone could yield. This implicitly treats the government-published estimates as reliable and accurate estimates of the true values of $R(t)$ and $r(t)$. Fourth, although our results suggest that our ONS-based estimates provide more timely insights into epidemic trends than the corresponding government-based estimates, this does not consider the time delays between the collection and publication of the ONS CIS data. Although this delay would not change the date on which trends occur, it would change the date when the trends would be able to be estimated and so real-time modelling gains may not be fully realised. This could be overcome by more timely access to the ONS CIS data, but this may compromise the data being publicly available and could also
make estimation more logistically challenging. Although not a limitation of our work per se, it is also important to highlight that the ONS CIS was expensive to run (approximately £945m to the end of December 2022\textsuperscript{53}), which undoubtedly raises questions regarding the long-term implementation of similar schemes in the future.

In this study, we have demonstrated the utility and validity of this model for estimating $R(t)$ and $r(t)$ using the ONS CIS test positivity data, which was a primary source measuring the ongoing epidemics in the four nations of the UK. Our model provides a reliable means by which to track the ongoing epidemics in each of the four nations of the UK after the scaling down of SARS-CoV-2 surveillance, which was largely reduced due to the transition from “emergency” to “endemic” state in Spring 2022. Although the ONS CIS was “paused” in March 2023, the WCIS (announced in October 2023) should provide a new surveillance data stream, similar to the ONS CIS data, for the winter period 2023/24. Consequently, this model is uniquely placed to provide a reliable method for tracking the spread of the UK epidemic throughout this potentially challenging winter period.
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