Effects of double data extraction on errors in evidence synthesis: a crossover, multicenter, investigator-blinded, randomized controlled trial
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Abstract

Objectives: The objective was to investigate the role of duet extraction in reducing data errors in evidence synthesis for pharmaceutical and non-pharmaceutical interventions.

Design: Randomized controlled trial.

Setting: University teaching center and hospital evidence-based medicine center.

Participants: Eligible 100 participants were 2nd year or above post-graduate students (e.g., masters, doctoral program), who were randomly (1:1) assigned for data extraction tasks of either 10 RCTs of pharmaceutical interventions or 10 of non-pharmaceutical interventions, followed by a cross-over pattern and a further double-checking process.

Intervention: The intervention of this trial was double-checking process for data extraction.

Primary and secondary outcome measures: The primary outcome was the error rates for RCTs in the pharmaceutical versus non-pharmaceutical intervention group, in terms of both study level and cell level (2 by 2 table). The secondary outcome was the absolute difference in the error rates before and after the double-checking process for both the pharmaceutical and non-pharmaceutical intervention groups, again, in terms of both study level and cell level (2 by 2 table).

Results: The error rates in RCTs of pharmaceutical and non-pharmaceutical groups were 64.65% and 59.90%, with an absolute difference of 4.75% and an odds ratio (OR) of 1.29 (95%CI: 1.06 to 1.57, \(P = 0.01\)) when measured at the study level. After double-checking, the error rates decreased to 44.88% and 39.54%, and the difference between the two groups remained at 5.34%, with the OR of 1.27 (95%CI: 1.1 to 1.46; \(P < 0.01\)). Similar results were observed when measured at the cell level.

Conclusion: Double-checking reduced data extraction errors, but the error rate still remained high after the process. Further evidence synthesis research may consider to use triple data extraction to minimize potential errors.

Trial registration number: Chinese Clinical Trial Registry Center (Identifier: ChiCTR2200062206)

Keywords: Data extraction errors; Randomized controlled trial; Cross-checking; evidence synthesis
Strengths and limitations of the study

• This is the third randomized trial focusing on data extraction strategies and the first one in the Asia-Pacific region.

• This is the first randomized trial that compares error rates of data extraction in trials of pharmaceutical interventions and non-pharmaceutical interventions.

• We validated the effectiveness of dual data extraction while also identifying its limitations, providing valuable evidence for future data extraction strategies.

• To ensure the feasibility of the trial, we restricted subjects to 2nd post-graduate students or above, which may affect the representativeness of the sample.

• The readability of the chosen randomized controlled trials for pharmaceutical and non-pharmaceutical interventions may vary, potentially resulting in selection bias that can distort the outcomes.
Introduction

Evidence synthesis is a valid method to summarize existing data of appropriate studies for a certain topic, in order to provide comprehensive, and probably, more precise evidence to support informed decision-making [1]. In evidence synthesis research, standard procedures are designed and promoted to ensure the transparency, reproducibility, and validity of the evidence bodies [2]. Among which, data extraction serves as the most important procedure which transforms the ‘raw materials’ to the new research that largely determines the reliability of the synthesized evidence [3]. However, due to the time- and labor-intensive nature, the procedure is susceptible to human errors, which eventually resulted in data extraction errors [4]. In three large-scale reproducibility studies, data extraction errors occur in almost 66.8% of meta-analyses and 85.1% of systematic reviews [5-7].

To address this issue, great efforts have been proposed to minimize potential errors during the data extraction process. A well-recognized strategy is the double data extraction, in which two reviewers extract the data independently with a consensus procedure for solving potential disagreements [8]. This method has been documented and highlighted in most of the current guidelines and collaboration groups [9-12].

There were two trials which compared the error rates of double versus single data extraction. The first trial was published in 2006 by Buscemi et al, and reported that double extraction resulted in fewer errors than single extraction with a second reviewer verification (14.5% vs. 17.7%) [13]. The second trial was published in 2018 by Li et al, and double extraction versus regular verification (single extraction plus verification) was compared. Their results suggested no substantial difference (15% vs. 16%) in the frequency of data extraction errors between these two methods [14]. These two trials both suggested minimal benefit for double data extraction and raised doubts about whether there is benefit for the extra effort expended in double extraction. Moreover, several empirical studies suggested that error rates may differ between pharmaceutical and non-pharmaceutical interventions [5, 6], and whether there is an advantage of double data extraction in bridging such differences remains unclear.
To address the above, this randomized trial attempts to provide further evidence on the role of double data extraction on reducing data extraction errors.

**Methods**

**Protocol and ethical approval**

This trial was approved by the Institutional Review Board at Anhui Medical University (No. 83220405), and has been registered with the Chinese Clinical Trial Registry Center (Identifier: ChiCTR2200062206). The protocol for the trial was published previously [15], and findings are reported following the CONSORT 2010 statement and its extension to randomized crossover trials [16].

**Trial design and setting**

The trial was a crossover, multicenter, investigator-blinded, 1:1 randomized controlled trial, examining the data extraction error rates in RCTs of pharmaceutical and non-pharmaceutical interventions. The trial aimed to examine the role of double data extraction on reducing potential errors, and the role of double data extraction on bridging the gap in error rates between RCTs of pharmaceutical and non-pharmaceutical interventions. This trial was conducted in three centers in China, i.e, Anhui Medical University, Taihe Hospital, and Guizhou Provincial People's Hospital. All of these centers have teaching programs about evidence-based medicine for post-graduate students. The trial was conducted in a classroom setting equipped with sufficient space to accommodate up to 100 subjects, with each participant required to bring their laptop for data extraction.

This trial consisted of three stages (Figure 1). In the **first stage**, eligible subjects were 1:1 randomly allocated into two groups (Group A and Group B) by the independent randomization center. The center sent an email to each eligible subject containing the grouping information and related materials (i.e., data extraction form and PDF files of 10 pharmaceutical or
non-pharmaceutical intervention studies) by a computer-generated randomization sequence, 15 minutes before the formal trial. Subjects in Group A extracted data from 10 pharmaceutical intervention trial studies, while those in Group B extracted data from 10 non-pharmaceutical intervention studies. Due to blinding, the investigators were masked to the randomization sequence.

In the second stage, subjects who completed the first stage in Group A crossed over to extract data from the 10 non-pharmaceutical intervention studies (i.e., studies extracted by Group B during the first stage), and vice versa for Group B.

In the third stage (double-checking period), subjects in Group A and Group B were assigned to a random number (1 to total number of subjects) separately, and then subjects with the same number were matched as a pair for the double-checking process. Subjects who failed to be matched were out of the double-checking process. In each pair, the two subjects cross-checked the extracted data and marked the disagreements, and a further discussion on the disagreements was taken until consensus was achieved. The final data verified by the subjects were recorded on a new sheet. Between each of the three stages, subjects were granted a minimum of 30 minute break before proceeding to the next stage.

The RCTs used in extracting data for both groups were determined based on our well-established database [6]. This database consists of 201 systematic reviews of randomized trials with 829 meta-analyses of adverse events. All the metadata within the database were checked and meta-analyses without data extraction error which had 10 or more RCTs were selected as planned. To avoid the impact of ambiguous definitions of adverse events on data extraction, we further focused on those meta-analyses which used non-composite outcomes. Finally, the systematic review by Gillies et al [17] and the systematic review by Yuan et al [18] were selected. The first systematic review investigated harms from amoxicillin, of which, the data of the meta-analysis that comparing the risk of diarrhea was used as pharmaceutical intervention group; the second systematic review investigated the differences in adverse events between internal fixation and
external fixation, of which, the data of the meta-analysis that compared the risk of infection was used as non-pharmaceutical intervention group.

Participants

Eligible subjects were post-graduate students in the 2nd year of their program or above (e.g., MD or PhD program) with a background in medicine or health sciences who were studying systematic reviews, preparing to conduct ongoing systematic reviews, or already have experience conducting a systematic review. We focused on medical post-graduate students because they play a main role in data extraction in the majority of published systematic reviews. We targeted post-graduates in the 2nd year of their program or above because English is not the native language of Chinese students and senior students tend to be more experienced in reading English literature.

The recruiting information was disseminated via posters in the main buildings of the three trial centers, including the teaching building and dining hall, to ensure maximum visibility. The investigator also shared e-posters on their social media (e.g., WeChat) or in community groups to further publicize the study. Interested subjects were encouraged to invite their friends to participate. Upon completion of the trial, subjects received a compensation of 150 RMB (about 22 USD or 4.5 to 7.5 USD per hour), based on the expected duration of all three stages of the trial, which was estimated at 3 to 5 hours, as determined by the findings of a pilot study. All subjects provided written informed consent.

Intervention and control

The intervention of this trial was double-checking process for data extraction. The first control focuses on the data extraction error rates before the double-checking stage, which involved single-person data extraction with subjects allowed to self-check. The second control group was the data extraction error rate of non-pharmaceutical interventions, in comparison to the RCTs of pharmaceutical interventions.

Outcomes
The primary outcome was the error rates for RCTs in the pharmaceutical versus non-pharmaceutical intervention group. The secondary outcome was the absolute difference of the error rates before and after the double-checking process for both the pharmaceutical and non-pharmaceutical intervention groups. For a single trial, the data to be extracted contains the number of events in intervention group, the total number of subjects in intervention group, the number of events in control group, and the total number of subjects in control group, namely the 2 by 2 summarized table. Thus, there were four cells for each trial of the data. The error rates were examined at both the trial and cell levels. The former indicates the number of trials with data extraction errors on average among the 10 trials, and the later indicates the number of cells with data extraction error on average among the $10 \times 4 = 40$ cells.

We define data extraction error as any difference in data extracted from the study and the actual recorded data in the original study. It should be noted that for a RCT, two analytic rules may generally be adopted, namely, the intention-to-treat (ITT) and the per-protocol (PP) analysis. The data used in these two different strategies aways differs; while in data extraction process, data extractors were unaware of the difference between extracted ITT information in some trials and PP in other trials, or even mixed such information in a single trial, and this may result in a difference between the extracted data and the true data. In such a case, we treated it as no data extraction error.

**Patient and Public Involvement**

No patients or members of the public was involved in the design, guidance, or interpretation of this study.

**Statistical analysis**

Baseline characteristics such as age, background, and experience were summarized descriptively and a chi-squared method was used to test the balance of these characteristics between groups (i.e., pharmaceutical group and non-pharmaceutical group). For the main analysis, a generalized linear mixed model (GLMM) was used to compare the error rates for data extraction of the two groups,
before and after the double-checking process [19]. The GLMM is an extension to the generalized linear model (GLM) in which the linear predictor contains random effects in addition to the usual fixed effects. The main effect of the intervention was adjusted for gender, publication experience, meta-analysis experience and trial stage. The odds ratio (OR) was used as the effect estimate by setting a logit link and binomial distribution for the response variable [20].

Considering that time used for data extraction could be an important effect moderator on error rate, we further re-analyzed the data by fitting again a generalized linear mixed model while taking link function as log under the Poisson distribution. This allows us to estimate the incidence risk, which measures the error rates within a time unit (5 mins). The carry-over effect was tested by the method of Senn et al. reported [21].

The following factors that may be associated with the error rates of data extraction were included in the model: gender (female vs. male), experience of publications (with vs. without), experience on conducting meta-analysis (with vs. without), and time used for data extraction (long vs. short, stratified by the median value). Since data extraction error happens by different mechanisms, a post hoc analysis was done for the role of double vs single data extraction by categorizing errors into types based on the mechanisms (see details in appendix).

For the statistical inference, we pre-defined a minimal clinical important difference of the error rate to avoid the misuse of P value, which we set as 5% [22]. This means that when the difference of the error rates was 5% or above, we considered this a significant difference, regardless of the P value. The P value was only used to estimate the evidence against the model hypothesis at our sample size. All the analyses were run via SAS PROC GLIMMIX (SAS version 9.4, SAS Institute, Inc.)

**Results**

During the period from August 25, 2022, to September 30, 2022, a total of 156 subjects underwent
eligibility assessment. Among them, 56 subjects were deemed ineligible or declined to participate. 100 subjects were randomly assigned into groups (Figure 1). One participant withdrew from the study without receiving the intervention. Therefore, 99 subjects (83 females, 16 males) completed the first phase of the trial (48 vs. 51). Table S1 presents the baseline characteristics of the subjects of the two groups.

After the washout period of stage 1, one participant experienced technical issues with his/her computer, resulting in data loss and inability to proceed with the second stage. The remaining 98 subjects successfully completed the second stage of the trial (47 vs. 51). Among which, 43 pairs (86 subjects) were matched and participated in the cross-checking stage. In the first stage, the median time used in data extraction was 1.45 hours (IQR: 1.23 to 1.60) for the group on RCTs of pharmaceutical interventions, and 1.46 hours (IQR: 1.37 to 1.64) for the group on RCTs of non-pharmaceutical interventions. In the second stage, the median time were 1.18 hours (IQR: 0.96 to 1.33) and 1.12 hours (IQR: 1.00 to 1.25). And in total, the median time for the two stages were 1.32 hours (interquartile range, IQR: 1.10 to 1.53) and 1.33 hours (IQR: 1.12 to 1.52) respectively. The median time of double-checking stage was 0.45 hours (IQR: 0.34 to 0.61) in both groups.

**Before double-checking: pharmaceutical vs. non-pharmaceutical**

The crude error rates in RCTs of pharmaceutical and non-pharmaceutical intervention groups were 64.65% and 59.90% separately when measured at the study level. The absolute difference of the errors rates of pharmaceutical over non-pharmaceutical intervention groups was 4.75%, which failed to reach the minimal clinical important difference, although the evidence against the model hypothesis was strong at this sample size (OR = 1.29, 95%CI: 1.06 to 1.57, P = 0.01).

When measured at cell level, the crude error rates of the two groups were 36.31% and 34.14%, again, no clinically important difference was observed between the two groups (absolute difference: 2.17%), although there was strong evidence against the model hypothesis at this sample size (OR = 1.13, 95%CI: 1.02 to 1.24, P = 0.02).
When we assessed the time used in data extraction for each group, the error rate of each five minutes was 4.36% in pharmaceutical group and 3.82% in non-pharmaceutical group at the study level; For the cell level, the error rate of each five minutes was 2.44% in pharmaceutical group and 2.15% in non-pharmaceutical group.

**After double-checking: pharmaceutical vs. non-pharmaceutical**

The crude error rates in RCTs of pharmaceutical and non-pharmaceutical intervention groups were 44.88% and 39.54% separately when measured at the study level. The absolute difference of the errors rates of pharmaceutical over non-pharmaceutical intervention groups was 5.34%, which reached the minimal clinical important difference, and the evidence against the model hypothesis was strong at this sample size (OR = 1.26, 95%CI: 1.03 to 1.53, \( P < 0.01 \)). There was no obvious carry-over effects of the first and second stage (see details in appendix 3).

When measured at cell level, the crude error rates of the two groups were 24.07% and 20.81%, no important difference was observed between the two groups (absolute difference: 3.26%) in clinical perspective, although again there was strong evidence against the model hypothesis at this sample size (OR = 1.21, 95%CI: 1.08 to 1.36, \( P < 0.01 \)).

When addressed the time used in data extraction for each group, the error rate of each five minutes was 4.63% in pharmaceutical group and 3.68% in non-pharmaceutical group at the cell level; For the study level, the error rate of each five minutes was 9.67% in pharmaceutical group and 7.60% in non-pharmaceutical group.

**After vs. before double-checking**

The error rates in RCTs of pharmaceutical interventions before and after double-checking were 64.65% and 44.88% separately when measured at the study level, with an absolute decrease in error rates of 19.77% after the double-checking process. For RCTs of non-pharmaceutical interventions, the error rates were 59.90% and 39.54%, with an absolute decrease in error rates of
20.36%. Both of which reached the minimal clinical important difference.

At the cell level, the error rates of RCTs of pharmaceutical interventions were 36.31% and 24.07% before and after double-checking, with an absolute decrease in error rates of 12.24% after the double-checking process. For RCTs of non-pharmaceutical interventions, the error rates were 34.14% and 20.81%, with an absolute decrease in error rates of 13.33%. Again, both reached the minimal clinical important difference.

**Subgroup and post hoc analysis**

Table 1 presents the results of subgroup analysis. Specifically, data extraction errors were smaller in those with experience than those without (53.0% vs. 68.0%, OR = 0.46, 95%CI: 0.31 to 0.68, $P < 0.01$) when measured at the study level. Similar results were observed at the cell level (28.9% vs. 39.1%, OR = 0.63, 95%CI: 0.48 to 0.83, $P < 0.01$).

The results of the *post hoc* analysis were presented in Figure 3. Specifically, data extraction errors were significant higher in the numerical error than mismatching error (52.12% vs. 10.15%). After double-checking, there was a decrease in numerical error than before checking (29.54% vs. 52.12%), while a slight while unsignificant increase in mismatching error (12.67% vs. 10.15%). Similar results were observed for RCTs of pharmaceutical and non-pharmaceutical interventions.

**Discussion**

In this trial, we examined the differences in data reproducibility issues between pharmaceutical and non-pharmaceutical intervention RCTs and assessed the role of performing double--checking on error rates. Our findings suggested that extracting data from RCTs of pharmaceutical interventions, reviewers are more likely to make errors in evidence synthesis practice than from RCTs of non-pharmaceutical interventions, while the amount of increase in errors were generally not clinically significant. The outcomes of this study diverge from our prior study, which reported a twofold higher data extraction error rate in pharmaceutical interventions compared to
non-pharmaceutical interventions. This variance might be attributed to the outcomes of this study focus on non-composite outcomes, in contrast to previous studies encompassing all outcomes.

In addition, double data extraction can effectively reduce data extraction error rates, with 20% absolute decrease of the error rate at the study level and 12% at the cell level. Despite this commendable decrease, it is noteworthy that the error rates still remained concerning even after the double-checking process (more than 40% and 20% at study and cell level). The remaining errors may hold the potential to impact the estimation of the estimate, and in some cases even alter the overall direction of the findings. Further evidence synthesis researches may consider to use triple data extraction to minimize potential errors.

According to our classification of data errors, the rate of numerical errors was higher than mismatching errors, aligning with the findings of our previous studies [6]. Interestingly, after undergoing double-checking process the overall error rate and numerical error rate decreased, while the mismatching error rate showed a slight increase. This may suggest that the role of double-checking process may differ for error mechanisms and it makes no sense on reducing the occurrence of mismatching error. Maybe data extractors focused more on the correctness of the numerical values while ignored whether the data matched correctly to the groups. Further systematic review authors should pay attention to such types of error during the data extraction process.

To the best of our knowledge, this is the largest RCT that investigated the role of double-checking on data extraction errors involving pharmaceutical and non-pharmaceutical interventions. Our sample size ensures the representativeness of results. When defining the data extraction error, we considered both ITT and PP rules of the RCTs, which expected to more reasonable to reflect the error rate. In addition, the template RCTs we used for data extraction tasks have been quadra-checked to ensure the accuracy, which provided a strong safeguard against potential human errors. Moreover, current study is the first to examine the role of double-checking process on error rates in terms of the type of the errors due to different mechanisms.
There might be two major limitations. First, the readability of the content of the selected RCTs on pharmaceutical interventions and non-pharmaceutical interventions may differ. This may lead to selection bias that distorted the results. While this bias could in turn dismissed by the prolonged time. In our study, we did not detect a difference of the time in the two groups and thus we expect the impact of this bias would be minor. Second, the participants of current study were all medical students, the representativeness would be limited since a proportion of systematic reviews were employed by clinicians and principal researchers. Further randomized trials focus on the clinicians or researchers for data extraction errors is worthy.

Conclusion

When extracting data from RCTs of pharmaceutical interventions, reviewers are more likely to make errors in evidence synthesis practice than from RCTs of non-pharmaceutical interventions, while the amount of increase in errors were generally not clinically significant. Double data extraction can effectively reduce data extraction errors, however, the error rates after the double-checking process still remains a high level. Further evidence synthesis researches may consider to use triple data extraction to minimize potential errors.
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Table 1. Results of generalized linear mixed model before double-checking (mITT)

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>OR (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmacological vs. Non-pharmacological</td>
<td>1.13 (95%CI: 1.02 to 1.24)</td>
<td>0.02</td>
</tr>
<tr>
<td>Expertise*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 2 years vs. No</td>
<td>0.82 (95%CI: 0.61 to 1.07)</td>
<td>0.20</td>
</tr>
<tr>
<td>Experience*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with vs. without</td>
<td>0.63 (95%CI: 0.48 to 0.83)</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Gender*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs. Male</td>
<td>0.98 (95%CI: 0.75 to 1.29)</td>
<td>0.89</td>
</tr>
<tr>
<td>Intervention †</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmacological vs. Non-pharmacological</td>
<td>1.29 (95%CI: 1.06 to 1.57)</td>
<td>0.01</td>
</tr>
<tr>
<td>Expertise †</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 2 years vs. No</td>
<td>0.74 (95%CI: 0.50 to 1.08)</td>
<td>0.12</td>
</tr>
<tr>
<td>Experience †</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with vs. without</td>
<td>0.46 (95%CI: 0.31 to 0.68)</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Gender †</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs. Male</td>
<td>0.92 (95%CI: 0.64 to 1.32)</td>
<td>0.65</td>
</tr>
</tbody>
</table>

*: cell level;
†: study level
Table 2. Results of generalized linear mixed model after double-checking (mITT)

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>OR (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intervention</strong>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmacological vs. Non-pharmacological</td>
<td>1.21(95%CI: 1.08 to 1.36)</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Expertise</strong>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 2 years vs. No</td>
<td>1.14(95%CI: 0.9 to 1.43)</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>Experience</strong>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>with vs. without</td>
<td>0.68(95%CI: 0.54 to 0.85)</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Gender</strong>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs. Male</td>
<td>1.01(95%CI: 0.81 to 1.25)</td>
<td>0.73</td>
</tr>
<tr>
<td><strong>Double-checking</strong>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>After vs. before</td>
<td>0.53(95%CI: 0.44 to 0.64)</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Intervention †</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmacological vs. Non-pharmacological</td>
<td>1.26(95%CI: 1.03 to 1.53)</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Expertise †</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 2 years vs. No</td>
<td>1.12(95%CI: 0.84 to 1.48)</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Experience †</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>with vs. without</td>
<td>0.64(95%CI: 0.49 to 0.85)</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td><strong>Gender †</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female vs. Male</td>
<td>1.05(95%CI: 0.81 to 1.36)</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>Double-checking †</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After vs. before</td>
<td>0.40(95%CI: 0.31 to 0.51)</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

*: cell level;
†: study level
Figure Legends

Figure 1. Trial flowchart

Figure 2. The error rate at cell level (mITT)

Figure 3. The error rate at study level (mITT)
Fig. 1 Trial flowchart
Fig 2. The error rate at cell level (mITT)

Before double-checking

<table>
<thead>
<tr>
<th></th>
<th>Data error</th>
<th>No error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>35.23%</td>
<td>64.77%</td>
</tr>
<tr>
<td>Pharmaceutical interventions</td>
<td>36.31%</td>
<td>63.69%</td>
</tr>
<tr>
<td>Non-pharmaceutical interventions</td>
<td>24.07%</td>
<td>75.93%</td>
</tr>
</tbody>
</table>

After double-checking

<table>
<thead>
<tr>
<th></th>
<th>Data error</th>
<th>No error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>22.44%</td>
<td>77.46%</td>
</tr>
<tr>
<td>Pharmaceutical interventions</td>
<td>24.07%</td>
<td>75.93%</td>
</tr>
<tr>
<td>Non-pharmaceutical interventions</td>
<td>20.81%</td>
<td>79.19%</td>
</tr>
</tbody>
</table>
Mismatching error: 10.15%
Numerical error: 52.12%
No error: 37.73%

Mismatching error: 6.06%
Numerical error: 58.59%
No error: 35.35%

Mismatching error: 14.24%
Numerical error: 45.66%
No error: 40.10%

Mismatching error: 12.67%
Numerical error: 29.54%
No error: 57.79%

Mismatching error: 7.21%
Numerical error: 37.67%
No error: 55.12%

Mismatching error: 18.14%
Numerical error: 21.40%
No error: 60.46%

Before double-checking

After double-checking

Overall  Pharmaceutical interventions  Non-pharmaceutical interventions

Fig 3. The error rate at study level (mITT)