Towards mitigating health inequity via machine learning: a nationwide cohort study to develop and validate ethnicity-specific models for prediction of cardiovascular disease risk in COVID-19 patients
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Abstract

Background

Emerging data-driven technologies in healthcare, such as risk prediction models, hold great promise but also pose challenges regarding potential bias and exacerbation of existing health inequalities, which have been observed across diseases such as cardiovascular disease (CVD) and COVID-19. This study addresses the impact of ethnicity in risk prediction modelling for cardiovascular events following SARS-CoV-2 infection and explores the potential of ethnicity-specific models to mitigate disparities.

Methods

This retrospective cohort study utilises six linked datasets accessed through National Health Service (NHS) England’s Secure Data Environment (SDE) service for England, via the BHF Data Science Centre’s CVD-COVID-UK/COVID-IMPACT Consortium. Inclusion criteria were established, and demographic information, risk factors, and ethnicity categories were defined. Four feature selection methods (LASSO, Random Forest, XGBoost, QRISK) were employed and ethnicity-specific prediction models were trained and tested using logistic regression. Discrimination (AUROC) and calibration performance were assessed for different populations and ethnicity groups.

Findings

Several differences were observed in the models trained on the whole study cohort vs ethnicity-specific groups. At the feature selection stage, ethnicity-specific models yielded different selected features. AUROC discrimination measures showed consistent performance across most ethnicity groups, with QRISK-based models performing relatively poorly. Calibration performance exhibited variation across ethnicity groups and age categories. Ethnicity-specific models demonstrated the potential to enhance calibration performance for certain ethnic groups.

Interpretation

This research highlights the importance of considering ethnicity in risk prediction modelling to ensure equitable healthcare outcomes. Differences in selected features and asymmetric calibration across ethnicities underscore the necessity of tailored approaches. Ethnicity-specific models offer a pathway to addressing disparities and improving model performance. The study emphasises the role of data-driven technologies in either alleviating or exacerbating existing health inequalities.
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Evidence before this study

Research has suggested that SARS-CoV-2 infections may have prognostic value in predicting later cardiovascular disease outcomes, two diseases where ethnicity-based health inequalities have been observed. Existing health inequalities are at risk of being exacerbated by bias in emerging data-driven technologies such as risk prediction models, and there currently exists no recommended practice to mitigate this issue. Model performances are not typically stratified by ethnic groups and, if reported, ethnic groups are often only included in higher-level categories that have been criticised for simplicity of definition and for missing key ethnic heterogeneity.

Added value of this study

This study demonstrates the impact of including an in-depth consideration of ethnicity and its granularity in risk prediction modelling for cardiovascular event prediction in patients following a SARS-CoV-2 infection. This is one of, if not the first, set of models specifically built for and representative of all ethnic groups across an entire population, evaluating different practices to best mitigate ethnicity-based disparities in prediction algorithms. Moreover, ethnicity data has historically not been well captured, with as many as 1 in 3 individuals missing ethnicity data in their health records. With data linkage, this work is the first to analyse 96% complete ethnicity records in one of the world’s largest ethnically diverse routinely collected datasets.

Implications of all the available evidence

This study highlights the potential of tailoring feature selection, performance measures, and probability scores to different ethnic groups through ethnicity-specific risk prediction models to mitigate prediction bias. We identify differences between models trained on the global study populations to cohorts of specific ethnicities, and encourage the use of more granular ethnicity categories to capture the diversity of underlying populations. Such approaches will allow for newly developed data-driven tools to cater to the ethnic heterogeneity present between populations and ensure that emerging technologies translate into equitable health outcomes for everyone.
Introduction

Ethnicity is a construct defined by multiple dimensions [1], from biological attributes such as skin colour to other descriptors such as country of birth, language, and religion [2]. An individual’s self-identified ethnic identity can have tangible implications across various sectors such as education, employment, and health [3][4][5]. Within the context of healthcare, disparities may be seen through access to care, disease prevalence and life expectancy [6].

The unequal impact of the COVID-19 pandemic on ethnic minority populations has furthered awareness of ethnicity-based health disparities [7][8][9], shown through higher rates of infection, severe illness, and death, with the death rate for people of Black African descent reported to be 3.5 times higher than for White people in the UK [10][11][12]. Similar disparities are found in cardiovascular disease (CVD), where mortality rates in South Asian communities were found to be 1.4 times higher than the general population in 2014 [13][14]. Recently, it has been identified that COVID-19 outcomes may have prognostic value in predicting patients at high risk of CVD, due to post-acute cardiovascular manifestations of COVID-19 [15].

To derive ethnicity-based insights in healthcare, electronic health records (EHRs) provide a unique opportunity to analyse ethnicity with a plethora of information, from prescribed medications and surgical interventions to other demographic information such as age and sex [16][17]. In England, ethnicity concepts in EHRs are most often stored either as one of 19 ethnicity codes available through Primary Code recordings informed by the Office of National Statistics (ONS) [18], or as 400+ codes defined by Systematized Nomenclature of Medicine - Clinical Terms (SNOMED-CT) from primary care providers [19]. However, the available granularity of ethnicity data is often underutilised in research, where data are typically collapsed into six categories (White, Black or Black British, Asian or Asian British, Mixed, Other Ethnic Group and Unknown) [20][21]. These six higher-level category groupings have been
criticised as too broad and unspecific to capture important heterogeneity [20][22][23], which can have a real impact on representation in research [24].

The nature of our healthcare systems is undergoing a significant paradigm shift, with the increasing capacities of technology facilitating data-driven innovation based on complex, multi-modal patient data [25][26]. There is currently a huge amount of traction behind the use of machine learning algorithms to predict the risk of patient outcomes based on a set of salient, patient-specific features which are commonly derived from routinely collected EHR data [27]. However, if bias is present in the data or in the algorithms then there is a risk of incorrect care, or no care, being given to a patient and several clinically deployed risk prediction algorithms have been found to have ethnicity-based biases [28][29]. This is emblematic of the potential dangers that data-driven developments pose to health equity and highlight the importance of considering ethnic heterogeneity in their development.

Through the lens of incident CVD prediction in COVID-19 patients, this study aims to examine the differences between risk prediction models where feature selection and model training has been carried out on the general study population compared to ethnicity-specific models where feature selection and model training has been carried out separately in specific ethnic groups.

**Methods**

**Study design and data sources**

In this retrospective cohort study, data was extracted from the National Health Service (NHS) England and accessed through NHS England’s Secure Data Environment (SDE) service for England, via the BHF Data Science Centre’s CVD-COVID-UK/COVID-IMPACT Consortium where individuals have been previously pseudonymised and linked across the different datasets included in the environment.

Our predictive models were built using data from six of the linked datasets, including the national laboratory COVID-19 testing data from Public Health England, Second Generation Surveillance System (SGSS); primary care data from the General Practice Extraction Service Extract for Pandemic Planning and Research (GDPPR); hospital admission data from Secondary Uses Service (SUS); Hospital Episode Statistics for admitted patient care (HES-
APC); COVID-19 hospital admission data from the COVID-19 Hospitalisations in England Surveillance System (CHESS; a dataset curated at the start of the pandemic to provide information about COVID-19 hospitalisations); and mortality information from the Office for National Statistics (ONS) Civil Registration of Deaths [30] [31]. This included patient demographics, disease phenotype diagnosis, medication, positive SARS-CoV-2 test, COVID-19 hospitalisation and COVID-19 death. Our predictive models were built using data from six of the linked datasets, including the national laboratory COVID-19 testing data from Public Health England, Second Generation Surveillance System (SGSS); primary care data from the General Practice Extraction Service Extract for Pandemic Planning and Research (GDPPR); hospital admission data from Secondary Uses Service (SUS); Hospital Episode Statistics for admitted patient care (HES-APC); COVID-19 hospital admission data from the COVID-19 Hospitalisations in England Surveillance System (CHESS; a dataset curated at the start of the pandemic to provide information about COVID-19 hospitalisations); and mortality information from the Office for National Statistics (ONS) Civil Registration of Deaths [30] [31]. This included patient demographics, disease phenotype diagnosis, medication, positive SARS-CoV-2 test, COVID-19 hospitalisation and COVID-19 death.

Figure 1: Data sources from NHS England’s SDE and the variables they inform. Patient demographics and disease phenotype diagnoses were derived from GDPPR and HES-APC, medications were derived from GDPPR, a positive SARS-CoV-2 test was derived from GDPPR and SGSS, COVID-19 hospitalisations were derived from CHESS and SUS data and COVID-19 death was derived from Deaths Registry data. *Indicates that variables were derived using definitions from Thygesen et al 2022 [31].
Study population

All participants with a unique, de-identified patient ID were considered against the following inclusion criteria: a) at least one record in GDPPR, b) first positive COVID-19 infection between the 30th September 2020 and the 12th February 2021 (index date: date of their confirmed COVID-19 infection), c) over the age of 18 at the index date and d) more than a year of records available from their index date. The period restriction for positive COVID-19 infections was chosen to avoid confounding effects of pandemic waves, variants and other time-varying factors.

Individuals were included from their index date and followed to the earliest end point: i) outcome of study, ii) end of study date or iii) death date. The study end date was June 29th, 2022.

Outcomes

The primary outcome was a CVD event within 1 year of index date (CVD-1y). These events were identified by an and International Classification of Diseases, Tenth Revision (ICD-10) or SNOMED-CT record (in hospital data and GDPPR data, respectively) for a CVD event, including diagnoses of coronary heart disease events, stroke and transient ischaemic attack. Codelists were derived from Kuan et al. 2019 [32]. As a secondary outcome, we also explored CVD events within 30 days, 90 days, 180 days and 2 years of the index date.

A secondary outcome was COVID-19 death, defined as either (i) record of ICD-10 term for suspected or confirmed COVID-19 diagnosis on the death certificate, (ii) death within 28 days from first recorded COVID-19 event (positive test, diagnosis, or admission), or (iii) hospital admission due to COVID-19 with a discharge method or destination indicating death, regardless of cause and duration after the index event.

Demographic variables and risk factors
The participant's demographic information included age, sex, ethnicity, and socio-economic deprivation (patient-level index of multiple deprivation (IMD) quintile where 1 indicates most deprived and 5 indicates the least deprived). Age and sex were derived from the most recent non-missing value across primary care (GDPPR) and secondary care (HES-APC). For ethnicity, prioritisation was given to the most recent primary care record, with secondary care records used where data was missing or coded as 'unknown'.

The analysed risk factors were informed by the QRISK3 study alongside other commonly used risk factors for COVID-19 severity and CVD [33]. Risk factors included: obesity, history of CVD, CVD 1 year prior to index date, smoking, cancer, alcohol problems, hypertension, alcoholic liver disease, -atrial fibrillation (AF), chronic kidney disease (CKD), rheumatoid arthritis (RA), schizophrenia, bipolar disorder, severe depression, chronic obstructive pulmonary disease (COPD), erectile dysfunction, dementia, diabetes, prior fractures (hip and wrist), osteoporosis, dementia, diabetes, statins, anti-hypertensive drugs, anti-psychotic medication, anti-coagulant drugs, anti-diabetic drugs and anti-platelet drugs. A severe mental illness variable was created by combining schizophrenia, bipolar disorder and severe depression features from the curated dataset.

**Ethnicity categories**

Ethnicity was recorded in the EHRs through nineteen NHS Primary Code ethnicity groups (British, Irish, Any other White background, White and Black Caribbean, White and Black African, White and Asian, Any other Mixed background, Indian, Pakistani, Bangladeshi, Any other Asian background, Caribbean, African, Any other Black background, Chinese, Any other ethnic group, Gypsy or Irish Traveller, Arab, Unknown or not stated), which are defined by the NHS England Data Dictionary. These ethnicity concepts were also mapped to one of six higher-level groupings (White, Black or Black British, Asian or Asian British, Mixed, Other ethnic group and Unknown or not stated).

**Statistical analysis**
Characteristics of individuals included in the study were described at index date stratified by their Primary Code ethnicity groups.

Feature selection

Four methods were used for feature selection: 1) least absolute shrinkage and selection operator (LASSO) Regression, 2) Random Forest Classifier, 3) Extreme Gradient Boosting (XGBoost) Classifier, and as a reference method 4) the list of features defined in the QRISK3 algorithm, available in the dataset [33]. Hyperparameter tuning included repeated stratified 10-fold cross-validation with 10 repeats.

Prediction modelling

Prediction models were individually trained using different sub-groups of the cohort. Each set of prediction models comprised of four Logistic Regression models, differentiated by the use of one of the four feature selection methods. Each set of models were trained on the following population groups: a) the whole general study population, b) ethnicity-specific populations for each of the six higher-level ethnicity categories and c) ethnicity-specific populations separated by the nineteen Primary Code ethnicity categories. A random 80:20 train/test split was used for all population groups, and a visualisation of the process is shown in Figure 2.
Figure 2: Modelling process indicating the different cohorts the models were trained on, the feature selection stage and the implemented prediction models. The cohorts the models were trained and tested on include the general study population, the 6 Higher-level ethnicity-specific populations and the 19 Primary Code populations. For each of these populations, feature selection was carried out using LASSO Regression, Random Forest, XGBoost. Additionally, features as defined in QRISK were also used, and each set of features were fed into 4 separate Logistic Regression Models to carry out the prediction task. All processes were carried out with a random 80:20 train/test split.

Performance assessment

In the testing sets, the discrimination of the Logistic Regression models was assessed using the area under the receiver operator characteristic (AUROC) and the calibration was assessed via a calibration curve.

Data cleaning, pre-processing, phenotype identification, and cohort creation were performed using Python (version 3.7) and Spark SQL (version 2.4.5) on Databricks (version 6.4). Prediction modelling and analysis were conducted using Python (version 3.7) using skit-learn (version 1.0). Summary statistics were created in RStudio (Professional version 1.3.1093.1 driven by R Version 4.0.3) using tableOne (version 0.12.0). Figures were constructed using the ggplot2 (version 3.3.3) package and plotly (version 4.10.2).
This analysis was performed according to a pre-specified analysis plan published on GitHub, along with the phenotyping and analysis code ([https://github.com/BHFDSC/CCU037_03](https://github.com/BHFDSC/CCU037_03)).

**Role of the funding source**

The funders had no role in study design, data collection, data analysis, data interpretation of data, or writing of the report.

**Results**

**Study population**

There were 62,345,357 unique patient IDs present in the GDPPR dataset up until the 29th of June 2022. 59,475,405 individuals were excluded due to an absence of positive test within the defined wave 2 dates, 110,098 were excluded for having less than 1 year of records available prior to index date and 355,910 were excluded whose age was <18 at the index date. A further 167 individuals were excluded on account of having a date of death before their index date, as this indicated data quality issues. The final study population consisted of 2,423,777 who met the study’s inclusion criteria.

**Feature selection**

Out of the employed feature selection methods and the 51 possible features available, LASSO Regression was the least selective, followed by Random Forest and XGBoost, which selected the fewest features. For the methods trained on the global cohort, LASSO selected 44 features, Random Forest selected 16 features and XGBoost selected 6 features. When trained on Higher-level ethnicity groups the average number of features selected were 29.8 ± 7.0 by LASSO, 19.0 ± 2.0 by Random Forest and 5.8 ± 1.2 by XGBoost. For LASSO, Random Forest and XGBoost models when trained on Primary Code ethnicity groups, the average number of features selected were 22.4 ± 9.0, 16.3 ± 2.3 and 7.5 ± 4.2, respectively. A visualisation of the different features selected by XGBoost for each of the groups is given in Figure 3. The model trained on the global cohort selected the age group features 18-29, 30-39, 40-49 and 70-79,
CVD history and CVD history one year prior to COVID-19 infection. When trained on specific ethnicity groups, other features were selected such as statins in the Bangladeshi population, hypertension in the Caribbean population and diabetes in the Chinese population.
Figure 3: Features selected by XGBoost, as stratified by Primary Code ethnicity group. Shown are chart segments showing age, index of multiple deprivation (IMD), ethnicity, medications and other predictors. The coloured segments represent the features that have been selected by the methods and the blank segments indicate that the feature was not selected for inclusion in prediction.
Discrimination

The AUROC discrimination measures were calculated for each of the four models for the held-out testing data and each ethnicity grouping. The models were Logistic Regression using features selected by LASSO (LASSO + LR), QRISK (QRISK + LR), Random Forest (RF + LR) and XGBoost (XGB + LR) and the population stratifications were the global cohort, the 6 Higher-level ethnicity groupings and the 19 Primary Code ethnicity groupings. For the model trained on the global cohort, the highest AUROC across the Primary Code ethnicity groups was for LASSO + LR in the White and Asian cohort 0.952 [0.917 – 0.988] and the lowest was 0.778 [0.636 – 0.920] for RF+ LR in the Arab cohort. In all ethnicity groups except for Arab, QRISK + LR was the poorest performing model. For the models trained on specific higher-level ethnicity groups, the highest performance was 0.942 [0.910 – 0.975] for LASSO + LR in the White and Black Caribbean group and the lowest was 0.783 [0.586 – 0.981] for RF + LR in the Gypsy and Irish Traveller population. QRISK + LR was the lowest performing across all groups except for Gypsy or Irish Traveller, White and Asian, Chinese and Unknown populations. For the models trained on the Primary Code ethnicity groups, the highest performance was 0.957 [0.919 – 0.995] in LASSO + LR for the Gypsy and Irish Traveller population and the lowest performance was 0.775 [0.636 – 0.913] in QRISK + LR for the Arab population. QRISK + LR was the lowest performing in all groups except for the White and Black Caribbean and the Unknown populations. Figure 4 shows a visualisation for the AUROC for each set of models, stratified by Primary Code ethnicity group.
Figure 4: AUROC for the models trained on the global cohort, Higher Level ethnicity groups and Primary Code ethnicity groups, stratified by Primary Code ethnicity group. The models shown are Logistic Regression using features selected by LASSO (LASSO + LR), QRISK (QRISK + LR), Random Forest (RF + LR) and XGBoost (XGB + LR), indicated by red, green, blue, and purple, respectively. Shown are the AUROC values with bars representing the 95% confidence intervals.

**Calibration**

For the calibration measures, the models trained on the global cohort showed inconsistent performance between ethnicities, performing best for White and Unknown ethnic groups, and significantly poorer for the ethnic minority groups, especially in older age groups where there were wide confidence intervals on the estimates. Good calibration performance can be observed in British, Irish, Any other White background, Indian, Caribbean and Unknown populations, whilst the remaining ethnicity groups exhibit poorer performances, particularly for age > 70. Several models trained on ethnicity-specific sub-cohorts were implemented to evaluate any change in performances and this resulted in overall improvements in model calibration, particularly when deploying ethnicity-specific models at a Primary Code ethnicity category level. A visualisation for the model calibration when trained on Primary Code ethnicity groups is presented in Figure 5.
Figure 5: AUROC for the models trained on Primary Code ethnicity groups, stratified by Primary Code ethnicity group and age deciles. Shown is the observed probability in green and the predicted probabilities from the Logistic regression models using features selected QRISK (QRISK + LR), Random Forest (RF + LR) and XGBoost (XGB + LR), indicated by blue, orange, and purple lines, respectively. The bars indicate the 95% confidence intervals.

Discussion
This study explored the usage of low-level specific ethnicity data than typically used in EHR studies to evaluate the impact this may have on performance of risk prediction models on different ethnicities through the lens of post COVID-19 infection CVD risk prediction on a population scale. Further to this, ethnicity-specific models were implemented to explore their potential in mitigating observed disparities.

The differences in selected features for models trained on ethnicity-specific groups vs models trained on the overall sample exemplifies the differences of health needs and outcomes between ethnicities and shows the importance of incorporating this consideration at the developmental stage of machine learning algorithms. Moreover, although the AUROC discrimination measures show little variation, the asymmetric calibration performance between ethnicity groups highlights a need to further consider the efficacy of data-driven prediction tasks across all populations. The introduction of models trained on ethnicity-specific groups demonstrated their potential to improve performance for some ethnicity groups, for example in Pakistani, Bangladeshi and Arab populations. These insights give motivation for the impact of research on under-represented groups to be considered at the forefront of future studies, particularly in health outcomes known to contain existing inequities.

This study is, to the best of our knowledge, the most in-depth exploration of ethnicity-stratified performances in prediction modelling. The implementation of ethnicity-specific risk prediction tools is a potential avenue to achieve comparable performances across ethnicities but requires further analysis into potential issues introduced by such models. Future work should include a more in-depth exploration into the very granular SNOMED-CT ethnicity codes and their potential in research, as well as further investigation into the mechanisms underpinning poorer model performance in ethnic minorities and recommendations to mitigate such effects. Moreover, validating these models on an external data set would enable the ethnicity-based performances of the models to be concluded within a separate population and give further confidence in these results.
A better understanding is required of the nature and use of key demographic indicators such as ethnicity data within EHRs to ensure that emerging research works to alleviate, rather than perpetuate, inequalities that are embedded in healthcare structures. With the steep rise in data-driven health research, the promise of such technologies in providing personalised, patient-specific care is only attainable if it is ensured that insights are representative of all individuals in the target population. It is paramount that poorer performances for already marginalised groups in the healthcare system, such as ethnic minorities, are not overlooked; or there is a real risk of data-driven innovation exacerbating existing health inequalities.

**Conclusion**

In conclusion, our study underscores the pivotal role of ethnicity in shaping risk prediction modelling for cardiovascular events post-SARS-CoV-2 infection. As data-driven healthcare technologies advance, so too does the urgency to address inherent biases and disparities. Enabled by six linked NHS England datasets, we illuminate the intricate relationship between ethnicity, predictive features, and model efficacy. Notably, our investigation into ethnicity-specific models presents a promising avenue for narrowing performance gaps. By refining models to cater to specific ethnic groups, we glimpse a path toward more equitable predictive accuracy. This research resonates as a clarion call for embracing inclusivity and equity in healthcare prediction, safeguarding that technological advancements translate to improved health outcomes for all, regardless of their ethnic background.
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