Impact of an Artificial Intelligence Algorithm on Diabetic Retinopathy Grading by Ophthalmology Residents
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Summary Statement: A cross-sectional study that evaluated the performance of ophthalmology residents grading diabetic retinopathy fundus photographs with and without the assistance of an artificial intelligence algorithm.
Abstract:

Purpose: To determine whether AI significantly affects the performance of diabetic retinopathy (DR) grading by ophthalmology residents. Secondary objectives included evaluation of AI’s effects on intergrader variability, self-reported confidence, and decision making.

Methods: Four ophthalmology residents at a single academic medical center across all years of training (PGY-2 to PGY-4) analyzed 265 retinal fundus photographs for diabetic retinopathy from a publicly available dataset without and with the assistance of an AI algorithm, separated by a 3-week washout period.

Results: Overall, there was no significant difference without versus with AI in five-class grading, as measured by QWK, with differences ranging from +0.010-0.017, p=0.09-0.32. No significant difference without and with AI was observed for binary classification of referable DR, except for the specificity of the PGY-3 resident (71.8% to 80%, p=0.019). Intergrader agreement among residents significantly increased with AI (FK +0.072, p=0.0003). Self-reported confidence also significantly increased for 3 out of 4 residents.

Conclusion: The use of an AI algorithm did not significantly affect the DR grading performance of ophthalmology residents but did increase intergrader agreement and self-reported confidence. Introducing AI into the ophthalmology residency curriculum may be beneficial as the technology becomes more prevalent.
Introduction

Diabetic retinopathy (DR) is a leading cause of vision loss among adults. The prevalence of diabetes continues to increase; by 2045, nearly 700 million people are projected to have diabetes.\(^1\) Up to 35% of patients with diabetes will have some degree of diabetic retinopathy and nearly 10% will have a visually-threatening complication, such as proliferative diabetic retinopathy (PDR) or diabetic macular edema (DME).\(^2\) DR is one of the most common pathologies treated by retina specialists, and determining the proper treatment and follow-up relies on accurately assessing the severity, or grade, of DR. Accurate and consistent grading is also important in clinical trials that investigate anatomic and visual acuity outcomes in different stages of DR. The most commonly used grading scale for DR is the International Clinical Disease Severity Scale for Diabetic Retinopathy (ICDR),\(^3\) which includes 5 stages: 1) no retinopathy, 2) mild non-proliferative diabetic retinopathy (NPDR), 3) moderate NPDR, 4) severe NPDR, and 5) PDR. Despite clear criteria that define each stage of DR, there is substantial intergrader variability among ophthalmologists, and even retina specialists.\(^4-6\)

Many artificial intelligence (AI) algorithms for DR grading have been developed and demonstrate performance comparable or even superior to retina specialists.\(^7-11\) The vast majority of studies evaluate standalone performance of AI relative to human graders. However, many future implementations of AI in medicine will likely involve augmenting rather than replacing clinicians, and thus studies investigating the impact of AI on human decision making will be important for promoting the adoption of AI.\(^12\) In ophthalmology, and specifically with regards to
DR grading, Sayres et al. studied the impact of an AI algorithm on DR grading by 10 ophthalmologists, demonstrating increased performance and self-reported confidence.\textsuperscript{13}

As AI increases its prevalence in ophthalmology, it is important to consider the effects of its adoption not only on experienced clinicians but also on ophthalmologists-in-training. Studies analyzing the impact of AI on residents will be important for determining how best to incorporate AI into resident education. In this study, we studied the impact of AI assistance on the performance and intergrader variability of DR grading by ophthalmology residents.

**Methods**

This study was deemed exempt by the institutional review board (IRB) committee of University Hospitals Cleveland Medical Center in Cleveland, Ohio. A sample of 300 fundus photographs from the publicly available Asia Pacific Tele-Ophthalmology Society (APTOS) 2019 Blindness Detection Challenge dataset were used for analysis.\textsuperscript{14} All images in the dataset were already graded according to ICDR criteria by an ophthalmologist for the purposes of the challenge. Thirty-five photographs were excluded due to poor quality or presence of panretinal photocoagulation (PRP) scars. The remaining 265 photographs were then independently re-graded according to ICDR criteria by 2 retina specialists. The reference standard was determined by the median of the 3 grades.

The fundus photographs were then independently graded according to ICDR criteria by 4 ophthalmology residents at different stages of training (2 PGY-2, 1 PGY-3, 1 PGY-4). Each resident provided a DR grade and self-reported confidence score based on a 5-point Likert scale.\textsuperscript{15}
The AI algorithm used in this study is an EfficientNet-type convolutional neural network ensemble, trained on the public EyePACS database\textsuperscript{16} and subsequently fine-tuned on 1,000 fundus photographs from the APTOS dataset. No overlap exists between the sample used for fine-tuning and the 265 photographs used for analysis. A demo of this algorithm is available at [redacted]. The software code used to develop the algorithm is available at [redacted].

After a 3-week washout period, the fundus photographs were re-presented to the same 4 residents. The AI algorithm was used to generate predictions for each image, which were now available to the residents. The predictions were presented in a probability-based format, as opposed to a singular class, to allow the residents to see how confident the model was in each class. New DR grades and interpretation confidence scores were provided for each image.

Accuracy and quadratic-weighted Cohen’s kappa (QWK) were used to measure 5-class DR grading performance. QWK is a measure of inter-reader agreement closely related to the traditional (linear) Cohen’s kappa, which accounts for the magnitude of the differences between grades, with a stronger penalty for pairs of grades that are more disparate (e.g., mild versus severe DR is penalized more heavily than mild versus moderate DR). Specificity and sensitivity of referable DR (moderate NPDR, severe NPDR, or proliferative DR) classification was also analyzed. Fleiss’ kappa (FK) was used to quantify groupwise intergrader agreement. Statistical analysis was performed using the Python 3.9 programming language. P-values were calculated using nonparametric permutation tests,\textsuperscript{17} and 95% confidence intervals were calculated using the...
Results

Based on the reference standard, the dataset comprised 28.3% non-DR cases, 13.2% mild NPDR cases, 27.5% moderate NPDR cases, 21.5% severe NPDR cases, and 9.4% proliferative DR cases. Residents without AI performed similarly for five-class grading, with QWK ranging from 0.866 to 0.906 and accuracy ranging from 65.7% to 71.7% (p>0.05 for all pairwise comparisons). No strong correlation was observed between years of training and QWK (Kendall’s tau=0.18, p=0.72) or accuracy (Kendall’s tau=0.55, p=0.28). Three out of 4 residents classified referable DR with higher sensitivity (96.1% to 98.7%) than specificity (69.1% to 85.5%). One resident (PGY-2_1) classified referable DR with 79.4% sensitivity and 95.5% specificity. The AI model achieved QWK 0.872 and accuracy 73.2% for 5-class grading and 92.9% sensitivity and 92.7% specificity for referable DR. The AI algorithm was 98.7% and 63.2% accurate for images without DR (n=75) and images with mild or worse DR (n=190), respectively, similar to prior work.13

Grading Performance

The results of resident performance for five-class grading and binary classification with and without AI are shown in Figure 1. Residents with AI achieved QWK ranging from 0.881 to 0.923 and accuracy ranging from 68.7% to 77.7%. QWK values were slightly higher with AI
(+0.010-0.017), though differences were not statistically significant (p=0.20-0.74). The PGY-3 resident demonstrated a statistically significant improvement in accuracy with AI (+6.0%, p=0.045). The two PGY-2 residents demonstrated a trend towards improvement in accuracy (+5.7%, p=0.06; +3.0%, p=0.32). The PGY-4 resident experienced a minimal drop in accuracy, though this difference was not statistically significant (-0.8%, p=0.88).

Overall, there was a trend towards improvement with AI versus without in sensitivity and specificity of referable DR classification. The PGY-3 resident demonstrated a statistically significant increase in specificity with AI (71.8% to 80.0%, p=0.019) with similar sensitivity (98.7% to 99.4%, p=1.0). The PGY-4 resident experienced a slight decrease in sensitivity with AI (96.1% to 94.8%, p=0.608). The PGY-2 residents did not demonstrate statistically significant differences in sensitivity (+0.0-3.2%, p=0.258-1.0) or specificity (+1.8-2.7%, p=0.559-0.705).

**Intergrader Agreement**

Pairwise intergrader agreement among all graders, as measured by QWK, ranged from 0.81 to 0.91 when the residents did not use AI and 0.83 to 0.92 when the residents used AI (Figure 2). Groupwise intergrader agreement among residents was fair and did not differ significantly from groupwise agreement among experts (FK 0.549 vs. 0.557, p=0.79). AI assistance significantly increased groupwise intergrader agreement among residents (FK 0.549 to 0.621, p=0.003). Intergrader agreement for referable DR was also similar among residents versus experts (FK 0.707 vs 0.724, p=0.55) and increased with AI, though this difference was not statistically significant (FK 0.707 to 0.748, p=0.17).

**Self-Reported Confidence**
Three out of 4 residents experienced significant increases in self-reported confidence with AI (Figure 4), ranging from +0.32 to +0.60. The PGY-4 resident did not experience a statistically significant change in confidence (-0.06, p=0.458). The mean confidence scores reported when the residents used AI were significantly lower for changed cases (i.e., cases for which the grade with AI differed from the initial grade without AI) compared to unchanged cases (-0.13 to -0.60, p<0.001 to p=0.027). Confidence was higher for correct versus incorrect cases, both without AI (0.37 to 0.78, p<0.001 to p=0.005), and with AI (0.12 to 0.73, p<0.001 to p=0.065).

**Decision Making**

We define resident-AI agreement as cases for which the resident’s prediction with AI was concordant with the standalone AI prediction during the second stage of labeling (i.e., the resident’s final prediction with AI agreed with the AI prediction). Agreement ranged from 72.5% to 78.9%. QWK against the reference standard for concordant cases was significantly higher than for discordant cases (0.920-0.956 vs. 0.632-0.731, p<0.001) across all residents (Figure 3). This difference persisted when excluding cases without DR, though differences were no longer statistically significant (0.691-0.821 vs. 0.565-0.722, p=0.08-0.68).

For discordant cases, nearly all differences were by 1 grade (71.2-86.3%) or 2 grades (16.1-27.1%). Among these cases, for 3 out of 4 residents, the most common behavior was to grade 1 higher than the AI; one PGY-2 resident most frequently graded 1 less than the AI. Figure 4a illustrates the distribution of differences for discordant cases. One common case resulted in a grade difference from the AI of 3 for all residents; this case was graded proliferative DR by all
residents and experts, while the AI graded it as mild. Upon further review, this was a case of inactive PDR.

For 3 out of 4 residents, the majority of changed predictions were from incorrect to correct grades (51.9% to 63.2%). For the PGY-4 resident, 48.9% of changed predictions were from correct to incorrect and 44.7% were from correct to incorrect. When analyzing the magnitude and direction of change, the most common type of change across all residents was to downgrade by a single grade (Figure 4b). This complements the observation that the mean AI grade over all cases was slightly lower (2.49) than the residents’ mean grades without AI (2.51 to 2.89).

**Discussion**

In this work, we examined the impact of AI on DR grading by ophthalmology residents. Our goal was to study the impact of AI at the trainee level, as most prior work has focused on experienced ophthalmologists. Han et al. studied the use of an AI algorithm as a tool for training junior ophthalmology residents and medical students in DR grading, whereas our work studied the influence of AI on resident performance, self-reported confidence, and intergrader variability. We also used publicly available datasets and open sourced our code and AI algorithms to encourage reproducibility and further research in this area.

Our results found no statistically significant difference between resident performance with and without AI across a variety of metrics, except one PGY-3 resident who had a statistically significant improvement in accuracy and specificity. These results are in contrast to the previous study performed by Sayres et al., which primarily focused on attending ophthalmologists.
Potential explanations include a lower sample size used for analysis, different distribution of DR grades, differences in clinical experience, and differences in the AI algorithm.

Though performance did not improve with AI, there was a statistically significant improvement in intergrader agreement associated with AI. This is not unexpected; as all residents were provided with the same AI predictions, as long as the AI somewhat influenced their final grade, the grades would converge towards the AI predictions and reduce variability. Improving intergrader agreement can improve standardization of care and may particularly be useful for clinical trials that depend on these grades. AI also significantly increased self-reported confidence in 3 out of 4 residents, suggesting its potential use in aiding less experienced ophthalmologists as a second reader.

Overall, agreement was fairly high between the standalone AI prediction and the residents’ final grades with AI (72.5-78.8%). Higher performance was achieved for cases where the resident and AI agreed on the final prediction compared to cases where there was disagreement. Thus, agreement between the resident and AI can serve as a strong indicator that the determined grade is accurate. Conversely, resident and AI disagreement can be used to select challenging cases for additional attending review, giving rise to more learning opportunities. When analyzing changed predictions (i.e., where the resident grade with AI differed from the resident grade without AI), we found that for 3 out of 4 residents, the majority of changed predictions resulted in a change from incorrect to correct. The most common type of change across all residents was to downgrade a study by 1 grade.
Several limitations exist in our study. The AI predictions were not accompanied by any method of explainability, which creates challenges for incorporating the predictions into one’s decision making process, especially for cases where there is disagreement. However, previous work demonstrated that including saliency maps with the AI prediction, one of the most common methods of explainability, did not improve performance. Another potential limitation was that our distribution of diabetic retinography grades was oversampled to include more positive cases to ensure enough variability among DR grades in the dataset given the relatively low sample size. However, this is not necessarily representative of the expected real-world distribution, where most cases would be negative for DR. Finally, our study only included residents from a single institution and may not reflect the behavior of residents at other training programs. Future work including a multi-institutional cohort of residents is needed to better understand the nuances of the impact of AI on ophthalmology residents.

Conclusions

Overall, performance of DR grading by ophthalmology residents was not significantly affected by the use of an AI algorithm, though a trend towards improvement was observed. However, use of the AI algorithm improved intergrader agreement and self-reported confidence. In addition, cases where the resident and AI agreed upon the prediction were more likely to be correct than cases where there was disagreement, suggesting that, at the trainee level, AI may be most useful as an adjunct in determining when an assessment would most benefit from a higher level of expertise.
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**Figure 1.** Visual comparison of performance metrics with and without AI across all ophthalmology residents. Error bars represent 95% confidence intervals.

**Figure 2.** Pairwise quadratic-weighted Cohen’s kappa (QWK) across all graders in the study, without and with AI. Note that only ophthalmology residents used AI assistance; expert grader ratings were the same in both charts.

**Figure 3.** Comparison of quadratic-weighted Cohen’s kappa (QWK) for concordant (agreement between AI and final resident prediction with AI) and discordant (disagreement between AI and final resident prediction with AI) for all cases (left) and cases excluding those without diabetic retinopathy (right). Error bars demonstrate 95% confidence intervals.
**Figure 4.** Distribution of differences (resident with AI minus AI) in grade between the AI and final resident predictions with AI for discordant cases (top). Distribution of changes (resident with AI minus resident without AI) in grade made by the resident with AI versus without AI for changed cases (bottom).
<table>
<thead>
<tr>
<th></th>
<th>Without AI</th>
<th>With AI</th>
<th>Difference</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>QWK</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGY-2_1</td>
<td>0.866 (0.824, 0.899)</td>
<td>0.881 (0.844, 0.913)</td>
<td>0.015 (-0.026, 0.063)</td>
<td>0.547</td>
</tr>
<tr>
<td>PGY-2_2</td>
<td>0.877 (0.839, 0.907)</td>
<td>0.887 (0.849, 0.919)</td>
<td>0.010 (-0.029, 0.049)</td>
<td>0.631</td>
</tr>
<tr>
<td>PGY-3</td>
<td>0.906 (0.878, 0.930)</td>
<td>0.923 (0.896, 0.944)</td>
<td>0.017 (-0.009, 0.044)</td>
<td>0.204</td>
</tr>
<tr>
<td>PGY-4</td>
<td>0.876 (0.826, 0.912)</td>
<td>0.886 (0.853, 0.913)</td>
<td>0.011 (-0.021, 0.053)</td>
<td>0.735</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGY-2_1</td>
<td>65.7% (60.0%, 71.3%)</td>
<td>68.7% (63.0%, 74.7%)</td>
<td>3.0% (-1.9%, 8.3%)</td>
<td>0.317</td>
</tr>
<tr>
<td>PGY-2_2</td>
<td>66.8% (60.4%, 72.5%)</td>
<td>72.5% (66.8%, 77.7%)</td>
<td>5.7% (-0.4%, 11.7%)</td>
<td>0.063</td>
</tr>
<tr>
<td>PGY-3</td>
<td>71.7% (66.0%, 76.6%)</td>
<td>77.7% (72.2%, 82.6%)</td>
<td>6.0% (0.4%, 11.3%)</td>
<td>0.045</td>
</tr>
<tr>
<td>PGY-4</td>
<td>70.6% (64.9%, 76.2%)</td>
<td>69.8% (64.2%, 75.5%)</td>
<td>-0.8% (-5.7%, 3.8%)</td>
<td>0.883</td>
</tr>
<tr>
<td><strong>Sensitivity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGY-2_1</td>
<td>79.4% (73.5%, 85.8%)</td>
<td>82.6% (76.9%, 88.7%)</td>
<td>3.2% (-1.3%, 8.0%)</td>
<td>0.258</td>
</tr>
<tr>
<td>PGY-2_2</td>
<td>98.7% (96.7%, 100%)</td>
<td>98.7% (96.9%, 100%)</td>
<td>0.0% (-2.5%, 2.5%)</td>
<td>1</td>
</tr>
<tr>
<td>PGY-3</td>
<td>98.7% (96.8%, 100%)</td>
<td>99.4% (98.0%, 100%)</td>
<td>0.6% (0.0%, 2.1%)</td>
<td>1</td>
</tr>
<tr>
<td>PGY-4</td>
<td>96.1% (93.1%, 98.8%)</td>
<td>94.8% (91.4%, 98.0%)</td>
<td>-1.3% (-3.8%, 1.3%)</td>
<td>0.608</td>
</tr>
<tr>
<td><strong>Specificity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGY-2_1</td>
<td>95.5% (91.4%, 99.0%)</td>
<td>97.3% (94.1%, 100%)</td>
<td>1.8% (-2.7%, 6.4%)</td>
<td>0.705</td>
</tr>
<tr>
<td>PGY-2_2</td>
<td>69.1% (60.2%, 77.8%)</td>
<td>71.8% (62.7%, 80.0%)</td>
<td>2.7% (-3.3%, 8.3%)</td>
<td>0.559</td>
</tr>
<tr>
<td>PGY-3</td>
<td>71.8% (62.6%, 79.6%)</td>
<td>80.0% (71.7%, 87.3%)</td>
<td>8.2% (2.5%, 14.4%)</td>
<td>0.019</td>
</tr>
<tr>
<td>PGY-4</td>
<td>85.5% (78.8%, 92.0%)</td>
<td>87.3% (80.8%, 93.3%)</td>
<td>1.8% (-2.8%, 6.4%)</td>
<td>0.707</td>
</tr>
<tr>
<td><strong>Confidence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGY-2_1</td>
<td>4.25 (4.16, 4.35)</td>
<td>4.86 (4.81, 4.90)</td>
<td>0.60 (0.51, 0.69)</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>PGY-2_2</td>
<td>3.63 (3.49, 3.77)</td>
<td>4.03 (3.91, 4.15)</td>
<td>0.40 (0.26, 0.55)</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>PGY-3</td>
<td>4.20 (4.12, 4.28)</td>
<td>4.52 (4.45, 4.59)</td>
<td>0.32 (0.23, 0.42)</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>PGY-4</td>
<td>3.69 (3.57, 3.80)</td>
<td>3.62 (3.52, 3.73)</td>
<td>-0.06 (-0.16, 0.04)</td>
<td>0.46</td>
</tr>
</tbody>
</table>
Table 1. Summary of performance metrics and self-reported confidence with and without AI for across all ophthalmology residents.