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Abstract:

Background: Large Language Models (LLMs) like GPT-3.5 and GPT-4 are increasingly entering the healthcare domain as a proposed means to assist with administrative tasks. To ensure safe and effective use with billing coding tasks, it is crucial to assess these models’ ability to generate the correct International Classification of Diseases (ICD) codes from text descriptions.

Objectives: We aimed to evaluate GPT-3.5 and GPT-4’s capability to generate correct ICD billing codes, using the ICD-9-CM (2014) and ICD-10-CM and PCS (2023) systems.

Methods: We randomly selected 100 unique codes from each of the most recent versions of the ICD-9-CM, ICD-10-CM, and ICD-10-PCS billing code sets published by the Centers for Medicare and Medicaid Services. Using the ChatGPT interface (GPT-3.5 and GPT-4), we prompted for the ICD codes that corresponding to each provided code description. Outputs were compared with the actual billing codes across several performance measures. Errors were qualitatively and quantitatively assessed for any underlying patterns.

Results: GPT-4 and GPT-3.5 demonstrated varied performance across each ICD system. In ICD-9-CM, GPT-4 and GPT-3.5 achieved an exact match rate of 22% and 10%, respectively. 13% (GPT-4) and 10% (GPT-3.5) of generated ICD-10-CM codes were exact matches. Notably, both models struggled considerably with the procedurally focused ICD-10-PCS, with neither GPT-4 or GPT-3.5 producing any exactly matched codes. A substantial number of incorrect codes had semantic similarity with the actual codes for ICD-9-CM (GPT-4: 60.3%, GPT-3.5: 51.1%) and ICD-10-CM (GPT-4: 70.1%, GPT-3.5: 61.1%), in contrast to ICD-10-PCS (GPT-4: 30.0%, GPT-3.5: 16.0%).
Conclusion: Our evaluation of GPT-3.5 and GPT-4's proficiency in generating ICD billing codes from ICD-9-CM, ICD-10-CM and ICD-10-PCS code descriptions reveals an inadequate level of performance. While the models appear to exhibit a general conceptual understanding of the codes and their descriptions, they have a propensity for hallucinating key details, suggesting underlying technological limitations of the base LLMs. This suggests a need for more rigorous LLM augmentation strategies and validation prior to their implementation in healthcare contexts, particularly in tasks such as ICD coding which require significant digit-level precision.
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Introduction:

The International Classification of Diseases (ICD) terminology is the most widely used administrative coding system in the world (1-3). It provides a standardized representation of medical conditions and procedures, playing a critical role in clinical recordkeeping, public health surveillance, research, and billing (2).

Large Language Models (LLMs), such as GPT-3.5 and its more advanced successor GPT-4, have shown remarkable and varied capabilities that have potential to impact many domains (4-6). LLMs leverage the power of state-of-the-art deep learning algorithms, trained on extensive textual data (6). These models are capable of impressive feats, ranging from correctly answering medical board exam questions to writing poetry (4, 7). In the realm of healthcare, they could potentially support clinicians by automating administrative tasks, offering decision support, or communicating with patients (8-10).

These models have an ability to create text that appears human-generated, offering hope that this technological advancement will unlock important downstream natural language processing tasks like assigning ICD codes based on unstructured medical text descriptions. However, the accuracy of LLMs for administrative tasks in medicine has not been thoroughly assessed yet. A prominent concern is the models’ propensity to 'hallucinate,' i.e., generate plausible sounding, but factually incorrect information (11-14). Before LLMs can be used to automate burdensome administrative tasks like assigning ICD billing codes based on clinical documentation, the propensity for hallucination must be delineated and, ultimately, mitigated.
Our study analyzes how GPT-3.5 and GPT-4 fare in the context of ICD billing code generation. We systematically assess their performance in matching ICD billing codes to their descriptions across multiple versions of the classification system.

**Methods:**

**ICD Code Selection:**

We obtained most recent lists of ICD-9-CM-CM (2014), ICD-10-CM (2023), and ICD-10-PCS (2023) billing codes from the Centers for Medicare & Medicaid Services (CMS)(15). From each list, we randomly selected 100 unique codes, leading to a total of 300 ICD billing codes for our dataset.

**LLMs Used:**

For this study, we deployed two commercially available Large Language Models (LLMs): GPT-3.5 and GPT-4, both of which were developed by OpenAI (5, 16). The underlying data used to train these models has not been publicly released, but presumably contains a combination of all publicly available online data as well as private datasets. Their data is inclusive to September 2021.

**ICD Code Generation:**

We used the public ChatGPT interface to produce the corresponding ICD billing code for each of the 300 code descriptions. We used the following natural language prompt, where <ICD coding system> refers to ICD-9-CM-CM, ICD-10-CM, or ICD-10-PCS: “Dear GPT, we will feed you a list of <ICD coding system> descriptions. Please write the matching <ICD coding system>...
codes. Please, return in a table format." The descriptions were provided to the LLMs in batches of 10 per prompt to improve processing efficiency.

**Performance Evaluation:**

To assess LLM billing code generation performance, we determined the number of exact code matches, billable codes, nonbillable codes, and nonexistent codes for the output codes. Nonbillable codes are generally more non-specific than billing codes. We labeled exact matches by comparing each output code with the original code for its originating description. We labeled billable codes and obtained their descriptions by matching output codes with any code from the same coding system present in the original CMS billing code lists. To label the nonbillable codes and obtain their descriptions, we applied the UMLS Metathesaurus (17) to the remaining unmatched codes. Any remaining codes without an assigned description were considered to be nonexistent codes. For all generated codes, we assessed semantic and syntactic similarity measures to interrogate the LLMs' broader understanding of the ICD coding systems. To assess semantic similarity, two physicians (EK, AS) assessed for any meaningful conceptual similarity between a generated billable code’s description and its original code description. In terms of syntactic similarity, we ascertained if a generated code differed from its original code by a single character or less, including differences in code length. Syntactic and semantic similarity percentages were calculated by dividing each similarity count by the total number of generated codes.

**Error Analysis:**

We conducted error analyses for each coding system to identify with which specific contexts the models excelled or struggled. We first measured the semantic and syntactic similarities of valid
billing codes that did not match with their original codes. To assess the effect of code and
description complexity on model performance, we assessed the relationships between
performance and code length and description length respectively. We could not assess this for
ICD-10-PCS due to low number of correctly matched codes (3 for GPT-4 and 0 for GPT-3.5).
We additionally performed a qualitative analysis of the nature and context of errors, focusing on
how well the models handled unspecified conditions, complex conditions, and semantic
variations in descriptions. Two physicians performed this analysis using a consensus approach.

Statistical Analysis:

We summarized the ICD code generating performance for each model using descriptive
statistics. We calculated counts and percentages for exact code matches, billable codes, and
nonbillable codes exact match counts and percentages for each score across the ICD versions.
Counts and percentages were similarly calculated for semantic and syntactic similarity. We used
Fisher’s exact test to compare each performance metric between GPT-4 with GPT-3.5. To assess
the relationships between exact matches and code and description length respectively, we applied
the Mann-Whitney U test. We reported the median and interquartile range (IQR) values for the
lengths for each case. We considered a p-value less than 0.05 statistically significant, indicating a
meaningful performance difference between the two models on a given ICD code dataset. We
coded all analyses in Python (Version 3.9.16).

Results

Performance Evaluation:
When assessing the ICD code generation performance of GPT-3.5 and GPT-4 from our predefined list of code descriptions (Supplementary tables 1-3), we found variable results across the different ICD coding systems (Table 1). For ICD-9-CM, GPT-4 generated exactly matched codes for 22% of cases, billable codes for 72% of cases, nonbillable codes for 26% of cases, and nonexistent codes for 2% of cases. GPT-3.5 generated a significantly lower rate of exactly matched codes (10%, p=0.033), but had similar rates of billable (76%, p=0.629), nonbillable (20%, p=0.401), and nonexistent codes (4%, p=0.683). For the ICD-10-CM system, both models produced fewer exact match and nonbillable codes and more nonexistent codes. GPT-4 generated exactly matched codes for 13% of cases, billable codes for 77% of cases, nonbillable codes for 3% of cases, and nonexistent codes for 20% of cases. In comparison to GPT-4, GPT-3.5 generated similar rates of exactly matched (5%, p=0.081), billable (67%, p=0.156), nonbillable (4%, p=1.000), and nonexistent codes (28%, p=0.246). GPT-4 and GPT-3.5 both had the lower ICD code generation performance for the ICD-10-PCS system, with both producing no exact match codes or nonbillable codes. GPT-4 was able to generate billable codes for 39% of cases, with the remainder (61%) of the codes being nonexistent. GPT-3.5 had similar rates for billable (30%, p=0.234) and nonexistent (70%, p=0.234) codes.

Table 1: Validity and Accuracy of GPT-generated ICD codes; abbreviations: ICD International Classification of Diseases

<table>
<thead>
<tr>
<th>ICD-9-CM System</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exactly Matched Codes (n, % of total)</td>
<td>22 (22%)</td>
<td>10 (10%)</td>
<td>0.033</td>
</tr>
<tr>
<td>Billable Codes (n, % of total)</td>
<td>72 (72%)</td>
<td>76 (76%)</td>
<td>0.629</td>
</tr>
<tr>
<td>Nonbillable Codes (n, % of total)</td>
<td>26 (26%)</td>
<td>20 (20%)</td>
<td>0.401</td>
</tr>
<tr>
<td>Nonexistent Codes (n, % of total)</td>
<td>2 (2%)</td>
<td>4 (4%)</td>
<td>0.683</td>
</tr>
<tr>
<td>ICD-10-CM System</td>
<td>GPT-4</td>
<td>GPT-3.5</td>
<td>P-value</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>-----------</td>
<td>-----------</td>
<td>---------</td>
</tr>
<tr>
<td>Exactly Matched Codes (n, % of total)</td>
<td>13 (13%)</td>
<td>5 (5%)</td>
<td>0.081</td>
</tr>
<tr>
<td>Billable Codes (n, % of total)</td>
<td>77 (77%)</td>
<td>67 (67%)</td>
<td>0.156</td>
</tr>
<tr>
<td>Nonbillable Codes (n, % of total)</td>
<td>3 (3%)</td>
<td>5 (5%)</td>
<td>1.000</td>
</tr>
<tr>
<td>Nonexistent Codes (n, % of total)</td>
<td>20 (20%)</td>
<td>28 (28%)</td>
<td>0.246</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ICD-10-PCS System</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exactly Matched Codes (n, % of total)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>1.000</td>
</tr>
<tr>
<td>Billable Codes (n, % of total)</td>
<td>39 (39%)</td>
<td>30 (30%)</td>
<td>0.234</td>
</tr>
<tr>
<td>Nonbillable Codes (n, % of total)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>1.000</td>
</tr>
<tr>
<td>Nonexistent Codes (n, % of total)</td>
<td>61 (61%)</td>
<td>70 (70%)</td>
<td>0.234</td>
</tr>
</tbody>
</table>

Semantic and syntactic similarity:

Table 2 reveals that both models demonstrated a high level of semantic, or conceptual, similarity for all three ICD systems, though GPT-4 outperformed GPT-3.5. When assessing ICD-9-CM, GPT-4 achieved a semantic similarity of 60% versus 43% for GPT 3.5 (p=0.003). In the case of ICD-10-CM, GPT-4 and GPT-3.5 both attained higher semantic similarities (74% and 63% respectively) than they did for ICD-9-CM. However, both models struggled with the ICD-10-PCS system, showing semantic similarity for only 30% (GPT-4) and 16% (GPT-3.5) of the codes.

Rates of syntactic, or character-level, code similarity were more variable. GPT-4 displayed a high degree of syntactic similarity when generating ICD-9-CM codes (60%), but this measure dropped greatly for ICD-10-CM (36%) and even more so for ICD-10-PCS (3%). GPT-3.5 demonstrated a similar, but consistently lower scoring pattern of syntactic similarity scores across all three ICD terminologies, with rates of 43% for ICD-9-CM, 19% for ICD-10-CM, and 0% for ICD-10-PCS.
Table 2: Semantic and syntactic similarity of billable GPT-generated ICD codes for all generated codes; abbreviations: ICD International Classification of Diseases

<table>
<thead>
<tr>
<th>ICD-9-CM</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntactically Similar Codes (n, %)</td>
<td>60 (60%)</td>
<td>43 (43%)</td>
<td>0.003</td>
</tr>
<tr>
<td>Semantically Similar Codes (n, %)</td>
<td>69 (69%)</td>
<td>56 (56%)</td>
<td>0.002</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ICD-10-CM</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntactically Similar Codes (n, %)</td>
<td>36 (36%)</td>
<td>19 (19%)</td>
<td>0.007</td>
</tr>
<tr>
<td>Semantically Similar Codes (n, %)</td>
<td>74 (74%)</td>
<td>63 (63%)</td>
<td>0.008</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ICD-10-PCS</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntactically Similar Codes (n, %)</td>
<td>3 (3%)</td>
<td>0 (0.0%)</td>
<td>0.240</td>
</tr>
<tr>
<td>Semantically Similar Codes (n, %)</td>
<td>30 (30%)</td>
<td>16 (16%)</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Error analysis:

When repeating the similarity analysis on only the incorrect codes, we found that similar rates of semantic similarity as in the overall analysis (Table 3). For the codes produced by GPT-4, 60.3% of incorrect ICD-9-CM codes, 70.1% of incorrect ICD-10-CM codes, and 30% of incorrect ICD-10-PCS codes were semantically similar. GPT-3.5 produced a similar semantic similarity pattern, but with consistently lower scores: 51.1% for ICD-9-CM, 61.1% for ICD-10-CM, and 16.0% for ICD-10-PCS.

Table 3: Semantic and syntactic similarity of GPT-generated billable GPT-generated ICD codes for all incorrectly generated codes; abbreviations: ICD International Classification of Diseases

<table>
<thead>
<tr>
<th>ICD-9-CM</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntactically Similar Codes (n, %)</td>
<td>38 (48.7%)</td>
<td>33 (36.7%)</td>
<td>0.121</td>
</tr>
<tr>
<td>Semantically Similar Codes (n, %)</td>
<td>47 (60.3%)</td>
<td>46 (51.1%)</td>
<td>0.277</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ICD-10-CM</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
<th>P-value</th>
</tr>
</thead>
</table>
Our error analysis unveiled several findings. With all code systems, the models tended toward generating more general nonbillable codes for complex and lengthy code descriptions such as case 1 in **Supplementary Table 1** ("Other open skull fracture with cerebral laceration and contusion, with moderate [1-24 hours] loss of consciousness", ICD-9-CM code 80363) other similar cases 11, 14, 20. **Table 4** presents quantitative analyses of the associations between model exact match performance and code length and description length respectively. Overall, code and description length were inversely associated with exact matches. Significant relationships were present for ICD-9-CM descriptions lengths and GPT-4 and GPT-3.5 exact match performance, ICD-10-CM code lengths and GPT-4 and GPT-3.5 exact match performance, and ICD-10-CM description length and GPT-4 exact match performance.

**Table 4:** ICD-9-CM and ICD-10-CM length of codes and descriptions association with exact matches (Mann Whitney U test); abbreviations: ICD International Classification of Diseases, IQR interquartile range

<table>
<thead>
<tr>
<th>ICD-9-CM</th>
<th>Exact Matches</th>
<th>Not Exact Matches</th>
<th>P-value</th>
<th>Exact Matches</th>
<th>Not Exact Matches</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code length (median, IQR)</td>
<td>4.0 (4.0 - 5.0)</td>
<td>4.0 (4.0 - 5.0)</td>
<td>0.917</td>
<td>5.0 (4.0 - 5.0)</td>
<td>4.0 (4.0 - 5.0)</td>
<td>0.410</td>
</tr>
<tr>
<td>Description length (median, IQR)</td>
<td>38.0 (26.5 - 54.0)</td>
<td>46.0 (35.0 - 75.0)</td>
<td>0.081</td>
<td>27.5 (23.5 - 52.5)</td>
<td>46.5 (35.0 - 74.5)</td>
<td>0.025</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ICD-10-CM</th>
<th>GPT-4</th>
<th>GPT-3.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact Matches</td>
<td>Not Exact Matches</td>
<td>P-value</td>
</tr>
<tr>
<td>Code length (median, IQR)</td>
<td>3 (3.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Description length (median, IQR)</td>
<td>30 (30.0%)</td>
<td>16 (16.0%)</td>
</tr>
</tbody>
</table>
Certain condition categories consistently had worse exact match accuracy and semantic similarity scores, driven again by a tendency for the LLMs to rely on non-billing codes for complex scenarios. For example, generic non-billable codes were generated for pregnancy-related disorders such as cases 9 ("Major puerperal infection", ICD-9-CM code 67082) and 20 ("Mild or unspecified pre-eclampsia, unspecified as to episode of care", ICD-9-CM code 64224). Even when the models generated billable codes, the codes often differed in severity or specificity, as observed in ICD-9-CM case 5 ("Injury to hypoglossal nerve", ICD-9-CM code 9517) and others (7, 12, 32, 33, 50, 62).

In the context of ICD-10-CM code generation (Supplemental Table 2), GPT-4 had trouble achieving the high level of specificity required by this coding system, as only 14 generated codes were exact matches. Nevertheless, the overall level of specificity was generally higher than with ICD-9-CM, as demonstrated by case 7 ("Acute embolism and thrombosis of unspecified deep veins of right lower extremity", ICD-10-CM code I82401), case 15 ("Benign carcinoid tumor of the transverse colon", ICD-10-CM code D3A023), and others (14, 27, 34, 46). The low number of non-billable codes (3%) generated and high rate of semantic similarity for generated codes supports the overall trend toward specificity for generated ICD-10-CM codes. Incorrectly assigned billable codes had errors related to highly specific features of the description such as injury type, laterality, complexity, and complications (e.g. cases 1, 14, 41, 75). Nearly all valid codes were aligned with the temporal features of the code (initial vs subsequent encounter),
which is represented by the last letter in the ICD-10-CM code. Nonexistent codes were most frequent for codes related to maternal care (0/2, 0.0%), vehicle-related injuries (4/8, 50.0%), and joint-related conditions (4/7, 57.1%).

For ICD-10-PCS, GPT-4 was unable to correctly match any codes. However, the model was able to achieve some semantic similarity for 30% of generated codes. These codes differed in much more in terms of anatomical locations, laterality, maneuvers, and procedures. There was a high degree of concordance for procedure approach, which is represented by the last letter in the ICD-10-PCS code.

Discussion

Our study is the first to evaluate the ICD billing code mapping performance of both GPT-3.5 and GPT-4. Their underlying LLM technology holds the promise of automating the mapping of these core administrative terminologies in healthcare, with significant implications for billing, clinical decision making, quality improvement, research, and health policy.

The findings revealed that GPT-4 generally outperformed GPT-3.5 in generating exact match ICD billing codes, billing codes, and non-billing codes though overall performance was not reliable across both. Performance varied considerably across different versions of the ICD system. Both models showed some success with ICD-9-CM, but struggled more with the newer ICD-10-CM and ICD-10-PCS systems. This reflects the increased complexity, granularity, and comprehensiveness of these more recent versions (18) and highlights the difficulty faced by LLMs in handling a critical healthcare-related task.
Interestingly, despite their struggle with exact code generation, the models often generated codes that were semantically or syntactically similar to the actual codes. Both models demonstrated a better grasp of the more commonly used and queried ICD-9-CM and ICD-10-CM diagnosis code systems compared to the ICD-10-PCS procedure code system. This suggests that the base versions of these LLMs can parse the general descriptive nature of ICD codes, but could not attain precision, potentially due to a tendency to generalize or, worse, hallucinate data when the input is sparse or ambiguous (6, 12). The performance differences across systems may be due to the broader availability of ICD-9-CM and ICD-10-CM coding references in the LLM training data (19), which is drawn from publicly available web and print data. Alternatively, this behavior may be due to the underlying architecture of the LLMs we tested, as they have been trained to produce generalized responses for a public audience, rather than exact and technical responses, unless specified otherwise (5, 16, 20).

Our formal error analysis highlighted additional patterns of poor ICD billing code generation performance. Complex and lengthy descriptions, as well as certain condition categories, proved challenging for the model to parse. It should be noted that nonbillable codes, shorter codes, and shorter descriptions usually reflect more generalized conditions. These patterns of poor performance must be addressed before GPT-based LLMs can be used to interface with ICD terminologies for billing purposes. Additional prompt engineering to encourage exact matching of ICD billing codes may be able to improve accuracy (21).

The inability of LLMs to parse ICD codes consistently has parallels with other previously identified general technical limitations of these models. Due to the nature of how LLMs algorithmically break up text into “tokens”, some have difficulty with tasks that require an understanding the structure of information contained within each token (22-24). Similarly, LLMs
are unable to consistently reverse the spelling of words, perform math problems, or complete complex coding tasks without the use of external software or model fine-tuning. When we evaluated ICD codes in OpenAI’s tokenization tool, we observed that tokenization behavior was not consistent with the underlying ICD terminology structures, leaving the models without key digit-level hierarchical information during the model training process (25, 26). To address this technical issue, an GPT-3.5 or GPT-4 ICD tool will need to be linked to additional software layers that can facilitate an interface between LLMs and ICD billing codes (11, 27-32).

This study's results reaffirm the tendency for LLMs to produce realistic-appearing, but incorrect information—a significant obstacle to their use in the healthcare setting. While this study showed that such “hallucination” behavior did not significantly impact broad semantic understanding, it often compromised precision to a degree that is not acceptable for medical coding purposes (33).

As LLM technology is increasingly embedded into healthcare, understanding these limitations is crucial. LLM accuracy while interfacing with ICD terminologies must be improved before they can help realize their potential in streamlining administrative tasks, supporting clinicians, and improving patient care. Additional LLM performance enhancement strategies such as prompt engineering, database linkage, model fine-tuning, and others can potentially address this in the near future.

Limitations:

Our study has a few limitations. First, we used a sample of conditions and procedures for testing, which may not represent the codes most frequently used in real-world coding scenarios. Second, we did not evaluate advanced LLM performance enhancement strategies such as prompt engineering, database-linkage, or model fine-tuning. Lastly, we did not evaluate the models'
performance in the context of real-world clinical narratives, which often involves complex and ambiguous language that does not always have a clear ground-truth mapping.

Conclusion:

Our evaluation of baseline GPT-3.5 and GPT-4's proficiency in generating ICD billing codes from the ICD-9-CM, ICD-10-CM and ICD-10-PCS coding systems reveals an inadequate level of performance for downstream use cases. While the models do exhibit an understanding of the conditions, as demonstrated by the generation of codes semantically related to the actual ones, they tend to exhibit a propensity for data hallucination, producing codes that are not entirely accurate. This suggests a need for rigorous validation and refinement processes prior to their implementation in healthcare contexts, particularly in tasks such as ICD billing coding which require precision. Further, the integration with external tools may be necessary to enhance their performance.
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