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Abstract

Background

Heart failure requires complex management with increased patient knowledge shown to improve outcomes. The large language model (LLM), Chat Generative Pre-Trained Transformer (ChatGPT), may be a useful supplemental resource of information for patients with heart failure.

Methods

Responses produced by GPT-3.5 and GPT-4 to 107 frequently asked heart failure-related questions were graded by two reviewers board-certified in cardiology, with differences resolved by a third reviewer. The reproducibility and accuracy between GPT-3.5 and GPT-4 were compared for questions involving basic knowledge, management, prognosis, procedures, and support.

Results

GPT-4 displayed a greater proportion of comprehensive knowledge for the categories of “basic knowledge” and “management”, while GPT-3.5 performed better in the “other” category (prognosis, procedures, and support) (94.1% vs 64.7%). There were 2 total responses (1.9%) graded as “some correct and incorrect” for GPT-3.5, while no GPT-4 responses received a grade of “some correct and incorrect” or “completely incorrect”. Both models provided highly
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reproducible responses, with GPT-3.5 scoring above 94% in every category and GPT-4 with 100% for all answers.

Conclusions

Both GPT-3.5 and GPT-4 answered the majority of heart failure-related questions accurately and reliably, with GPT-4 displaying superior performance overall. ChatGPT may lead to better outcomes in patients with heart failure by providing health education.

Introduction

Heart failure is a chronic condition, and the healthcare burden in the United States (US) is forecasted to grow to approximately $70 billion annually by 2030. Hospitalizations comprise much of this cost (70%) and account for 1-2% of total hospitalizations in the US\(^1\). Increased patient knowledge regarding the management of their heart failure condition has been shown to lead to fewer and shorter duration of hospital admissions\(^2\). In search of answers, individuals often utilize online resources for information regarding their health, resulting in approximately one billion healthcare-related questions being searched on Google each day\(^3\).

The large language model (LLM), Chat Generative Pre-Trained Transformer (ChatGPT), is an artificial intelligence (AI) model that was trained on a large dataset comprising a vast spectrum of topics and media, including medicine. It can provide text-based responses in a conversational manner to questions prompted by users\(^4\). Beyond its rapid growth in popularity, the model continues to improve in performance with the latest version, GPT-4, released in March of 2023, which has shown to significantly outperform its predecessor, GPT-3.5\(^5\). As ChatGPT continues to grow in its capabilities, patients will be more inclined to seek information from this model and
other similar LLMs regarding their healthcare. There may be a supplemental role for this technology applied to highly prevalent conditions requiring complex care, such as heart failure.

The model’s utility in medicine is actively under investigation, with its basic knowledge and reasoning being tested. Prior studies have examined ChatGPT’s ability to answer questions related to heart disease prevention, cirrhosis, and bariatric surgery yielding promising results.\textsuperscript{6,7,8} We built on these studies by assessing 1) Accuracy of ChatGPT when answering questions related to heart failure 2) Reproducibility of its responses and 3) Improvement in performance between GPT-3.5 and GPT-4.

**Methods**

We curated a list of 125 frequently asked questions related to heart failure from medical societies, renowned medical institutions, and Facebook support groups. A total of 18 questions were excluded due to their duplicate content, nonspecific phrasing, and not being considered from a patient’s perspective. The final set of 107 questions was then entered twice into each model (GPT-3.5 and GPT-4) using the “new chat” function, producing two responses per question per model. Responses were first graded independently by two board-certified cardiologists. Accuracy was graded using the following scale: 1) Comprehensive 2) Correct but inadequate 3) Some correct and some incorrect 4) Completely incorrect. This process was completed for responses from both GPT-3.5 and GPT-4. Reviewers also assessed reproducibility, defined as similar comprehensiveness and accuracy scores (1 and 2 vs. 3 and 4) between two responses per question for each model. Discrepancies in grading between the two reviewers were resolved by a third reviewer board-certified in advanced heart failure with more than 20 years of clinical experience. Microsoft Excel (version 16.68) was used for all statistical analysis.
Results

The majority of responses from both models were graded as either “comprehensive” or “correct but inadequate” (Table 1). Overall, GPT-4 displayed greater comprehensive knowledge for the categories of “basic knowledge” and “management”, while GPT-3.5 performed better in the “other” category (prognosis, procedures, and support) (94.1% vs 64.7%). For example, GPT-3.5 answered in general terms regarding the cardiac benefits of SGLT2 inhibitors, while GPT-4 provided a more detailed yet succinct response regarding their effects on diuresis and blood pressure. There were 2 total responses (1.9%) graded as “some correct and some incorrect” for GPT-3.5, while no GPT-4 responses received a grade of “some correct and some incorrect” or “completely incorrect”. When examining reproducibility, both models provided reproducible responses for the majority of questions, with GPT-3.5 scoring above 94% in every category and GPT-4 with 100% for all answers (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>GPT-3.5</th>
<th>GPT-4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall (N=107)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Comprehensive</td>
<td>84 (78.5%)</td>
<td>89 (83.2%)</td>
</tr>
<tr>
<td>2. Correct but incomplete</td>
<td>21 (19.6%)</td>
<td>18 (16.8%)</td>
</tr>
<tr>
<td>3. Some correct and some incorrect</td>
<td>2 (1.9%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>4. Completely incorrect</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td><strong>Basic Knowledge (N=49)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Comprehensive</td>
<td>36 (73.5%)</td>
<td>44 (89.8%)</td>
</tr>
<tr>
<td>2. Correct but incomplete</td>
<td>13 (26.5%)</td>
<td>5 (10.2%)</td>
</tr>
<tr>
<td>3. Some correct and some incorrect</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
</tr>
</tbody>
</table>
Table 1. Grading of ChatGPT-3.5 and ChatGPT-4 responses for questions related to heart failure. The “basic knowledge” category included questions involving causes of heart failure, general definitions, symptoms, and diagnosis. The “management” category included questions related to general management of heart failure, medications, and lifestyle. Questions grouped in the “other” category were related to prognosis, procedures, and support.
Table 2. Reproducibility of ChatGPT-3.5 and ChatGPT-4 responses categorized by question type. Reproducibility was defined as no difference in grading categories between the two responses for each question. Grading categories were grouped by whether scores contained incorrect information. Scores of 1 and 2 meant no incorrect information was present, while 3 and 4 noted there to be incorrect information.

Discussion

We examined the accuracy and reproducibility of responses by the large language models ChatGPT-3.5 and GPT-4 to questions related to heart failure. GPT-4 outperformed GPT-3.5 by providing more comprehensive responses (83.2% vs. 78.5) as well as no incorrect responses. Both models also provided reproducible responses to the majority of questions overall (100% vs 94%). The results of our study show ChatGPT’s impressive ability to provide comprehensive and reliable responses to patients’ questions as well as the impressive improvement in performance by these models over such a short period of time. Our findings highlight the potential utility of LLMs as an accurate and reliable resource for patients with heart failure to potentially use under the care of their healthcare provider.

ChatGPT may potentially lead to better outcomes through empowerment with knowledge as seen in prior studies investigating the effect of health education on heart failure management². We anticipate patients will continue to seek answers related to their health from ChatGPT due to its simple user interface and easy-to-understand human-like responses provided in a conversational format. GPT-4’s improved performance can be attributed to its training which focused on better understanding of users’ intent and processing of more complex scenarios⁵. The impressive
performance of ChatGPT in this study shows that this emerging technology may be a useful tool for both patients and providers in the future. We recommend that researchers and clinicians continue investigating the capabilities and limitations of ChatGPT to maximize its impact on improving patient outcomes.

Although ChatGPT performed well with few incorrect responses in this study, there are limitations to be considered. On occasion, the model may respond with inaccurate information that is organized in a believable manner that may be deceiving to users due to its human-like text. Nonsensical responses may potentially be produced as well\(^4\). Furthermore, the accuracy of the model depends on the dataset that it was trained on, which has not been disclosed. The consistency of recommendations may also vary from region to region. Limitations of this study include the inability to blind the reviewers to the identity of each ChatGPT model version due to the unexpected release of GPT-4. Although a grading system involving a panel of multiple reviewers was used in this study, there may still be bias introduced through subjective review.

**Conclusion**

Both GPT-3.5 and GPT-4 provided accurate and reliable responses to the majority of heart failure-related questions. Notably, GPT-4 provided no incorrect responses to the questions provided. The superior performance of GPT-4 demonstrates the impressive ability of these models to improve over a short period of time and highlights their future potential as an adjunct source of information for patients with heart failure. We recommend future investigation into the capabilities and limitations of ChatGPT to identify the impact on improving patient outcomes.
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