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Abstract—Neurocritical care patients may benefit from personalized care based on their cerebral autoregulatory function. The pressure reactivity index is an important, prevalent metric used to estimate the state of a patient’s cerebral autoregulation and guide clinical decision-making. The pressure reactivity index is calculated by first averaging arterial blood pressure and intracranial pressure signals over a time window and then correlating multiple of these averaged samples. In this manuscript, we use simulated and traumatic brain patient data to evaluate the effect of the size of averaging and correlation windows on the pressure reactivity index estimation. We show that the pressure reactivity index is sensitive to averaging and correlation windows, and the type of sensitivity is heterogeneous across patients. After a comprehensive analysis, we recommend an optimal averaging window of 9-10 seconds and a correlation window from 40-55 samples. Due to the heterogeneous sensitivity across patients, we also suggest that the pressure reactivity index can be made patient-specific by averaging over heartbeats rather than seconds. Implementing this novel heartbeat pressure reactivity index methodology decreases bias, uncertainty, and sensitivity in the pressure reactivity index. Clinical decision-making based on the pressure reactivity index may be a helpful step in personalizing medicine in neurocritical care patients and improving patient outcomes. Here, we suggest two ways to improve the robustness of the pressure reactivity index, allowing it to be more clinically useful and applicable to other populations, such as pediatrics.

I. INTRODUCTION

Secondary insults following traumatic brain injury (TBI) or cerebral vascular injury are often caused by ischemic events or acute underperfusion of the brain. Cerebral perfusion, or cerebral blood flow (CBF), is driven by the cerebral vascular resistance (CVR) and cerebral perfusion pressure (CPP), the pressure gradient formed between mean intracranial pressure (mICP) and mean arterial blood pressure (mABP) (equation 1). Therefore, to prevent secondary injuries, current clinical guidelines recommend targeting ICP to below 20-25 mmHg [1]. However, a precision medicine approach may be possible by targeting the state of the patient’s vasculature. In particular, cerebral autoregulation (CA) is an intrinsic mechanism of the cerebral vasculature, which maintains adequate cerebral blood flow (CBF) over large pressure gradients by altering cerebral vascular resistance[2], [3]. CA can be impaired in injured patients. Retrospective studies have shown that patients have better functional outcomes when their CPP is close to a value that optimizes CA, called CPPopt[4], [5]. Therefore, patients may benefit from a CA-guided clinical management approach, such as CPPopt-guided therapy[6], [7]. CA function can be estimated using a variety of metrics, including transfer function analysis and the pressure reactivity index (PRx)[3], [4], [8]. Still, PRx is typically used in CPPopt-guided therapy. Recent clinical trials are moving CPPopt-guided treatment closer to becoming a new standard of care[9], [10]. However, the parameters used to calculate PRx can be variable in the literature (See Table 1), motivating investigation into how robust PRx is to methodological choices. This question is essential for comparing results from different manuscripts and raw PRx values across patients.

\[
\text{CBF} = \frac{CPP}{CVR} = \frac{mABP - mICP}{CVR}
\]

In general, cerebral autoregulation describes the observation that when CPP is below some threshold, called the lower limit of autoregulation, the relationship between CPP and CBF is linear (i.e., CVR is constant). Above the lower limit of autoregulation, there is no relationship between CPP and CBF (equation 1). Finally, above another threshold, called CPPopt, the relationship between CPP and CBF becomes linear again. Recent studies have questioned the exact details of CA, implicating that there may be more than two limits of autoregulation[3], [11], [12]; however, the general phenomenon is consistent across experimental
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paradigms. Therefore, beyond the limits of autoregulation, there should be a strong correlation between ABP and CBF and a very weak correlation between ABP and CBF within the 'plateau' region of the autoregulation curve.

The challenge of patient-specific CA-guided clinical decision-making is how to quantify CA function. By the definition of CA given previously, CA should be measured by comparing CBF with CPP. However, this presents data challenges as CBF is rarely measured continuously[13]. The more common approach, also used in PRx, is to consider that CBF contributes to cerebral blood volume, and via the Monro Kellie doctrine[14], cerebral blood volume is transferred non-linearly into ICP. Using this assumption, PRx attempts to quantify CA by calculating the Pearson correlation coefficient between ABP and ICP. The more positively correlated the relation, the more impaired cerebral autoregulation is interpreted to be, provided CPP is in the autoregulatory range.

Multiple studies before the creation of PRx [15], [16] showed that CA does not act on frequencies as fast as heart rate or respiration[17]. Therefore, when PRx was created, the effect of these frequencies was removed by taking the 5-second moving average of both ABP and ICP signals (Fig 1a.) and then calculating the Pearson correlation coefficient of 40 consecutive samples between the averaged ICP and ABP values (Fig 1b,c)[8]. In statistics and data science, a hyperparameter is a parameter value chosen a priori which defines the algorithm or estimator behavior [18], [19]. Therefore, the width of averaging and correlation windows are hyperparameters in the PRx calculation. These exact hyperparameters used are variables in the literature. Table I shows some common hyperparameter choices.

<table>
<thead>
<tr>
<th>Averaging Window (seconds)</th>
<th>Number of Samples For Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>40[20]</td>
</tr>
<tr>
<td>10</td>
<td>30 (most common[21]) [22]–[29]</td>
</tr>
<tr>
<td>5</td>
<td>40[8], [30]–[33]</td>
</tr>
<tr>
<td>15</td>
<td>30[34]</td>
</tr>
<tr>
<td>6</td>
<td>40[4], [35], [36]</td>
</tr>
</tbody>
</table>

**TABLE I**

**COMMON HYPERPARAMETERS USED TO CALCULATE PRX**

The purpose of this manuscript is twofold. First, we investigate the robustness and uncertainty of PRx calculation across hyperparameter set using the current methodology. Second, to test the hypothesis that an alternative, personalized parameterization of the PRx methodology accounting for the patient’s heart rate will provide a more robust and stable estimation of CA. We begin by calculating PRx in patient data using many different hyperparameters. It is currently not possible to validate PRx or CPPopt on clinical data because there is no direct measurement of the physiology underlying CA. Therefore, to quantify PRx error, we create physiologically informed simulated data. We find that PRx is sensitive to hyperparameter choices, and this sensitivity is patient specific, indicating that there may be ways to make PRx more robust by personalizing the methodology based on patient state. Finally, we show a simple modification to the PRx algorithm can significantly decrease PRx error, hyperparameter sensitivity, and measurement uncertainty.

**II. METHODS**

**Data**

**Patient Data** Patient data was taken from patients enrolled in the Transforming Research and Clinical Knowledge in Traumatic Brain Injury (TRACK-TBI) study[37], a prospective, multicenter study of patients with traumatic brain injury. Written informed consent was obtained and the study was approved by the institutional review boards of enrolling sites. For this investigation, we included patients undergoing multimodality monitoring from a single center within the TRACK-TBI study to ensure standardized physiologic measurements and clinical practice. However, the entire TRACK-TBI cohort was used for rescaling synthetic data. Patient demographics are given in Table II.

Data from 11 patients were extracted and segmented into four-hour windows. Four hours is the time recommended to calculate a target cerebral perfusion pressure (CPPopt)[32]. Windows were chosen to analyze if there was a four-hour window for which missing or erroneous data made up less than 10% of the window. Erroneous data was defined as ABP > 400mmHg or < 0mmHg and ICP > 100mmHg or < 0mmHg. All erroneous data were set to null. Segments of erroneous data less than 1 second were filled through linear interpolation. The averaging scheme was left null during these time points for larger gaps and was therefore not included in the correlation.

**Simulated Data** It is not currently possible to validate which hyperparameter would give the correct PRx on patient data or calculate the error in PRx estimation. To quantify error, we created simulated data based on physiologically relevant signals (Fig. 2). Figure 2 shows a graphical description of simulated data creation. We created 200 simulated datasets, each containing ABP and ICP for the three CA phenotypes; “Functional CA”, “Impaired CA”, and “Absent CA”, resulting in 600 example time series, based on the hypothesis that as CA becomes impaired, slower frequencies are translated from ICP to ABP[25], [38], [39].

First, five different waveforms were created over four hours of 125Hz resolution data (Figure 2.1). These waveforms were based on frequencies present in documented patient waveforms, including heart rate and respiration, which are present in both ABP and ICP; B-waves, which are present only in ICP and represent processes in ICP independent of ABP; and two random waves, which are meant to emulate random external changes in ABP or ICP (Table III). Care was taken such that these frequencies were not harmonics with each other. From these base frequencies, we created three ICP waveforms (Figure 2a). In functional CA, ICP should

---

* Howells recommends using 15-50 second averages but does not use any correlation window. For some consistency, we chose correlations that would result in the same amount of data captured in [25], [26](5 minutes)

† All data reported as mean+/− standard deviation, median [interquartile range], or proportion (%) as appropriate.
Fig. 1. Algorithm for calculating PRx. a: ABP (blue) and ICP (red) are averaged over a non-overlapping averaging window. b: $n$ number of these averaged samples are collected, and the Pearson correlation coefficient is calculated (c) on a 4/5 overlap sliding window.

Table II

<table>
<thead>
<tr>
<th>Variable</th>
<th>TRACK-TBI Physiology Cohort (UCMC), n=11</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td>41.8 ± 16.5</td>
</tr>
<tr>
<td>Sex, male</td>
<td>9 (82)</td>
</tr>
<tr>
<td><strong>Injury Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>- Motor Vehicle Traffic Accident</td>
<td>6 (55)</td>
</tr>
<tr>
<td>- Fall</td>
<td>4 (36)</td>
</tr>
<tr>
<td>- Other</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Time from Injury to Admission, hours</td>
<td>1 [0.7-1.5]</td>
</tr>
<tr>
<td>Admission GCS</td>
<td>3 [3-5]</td>
</tr>
<tr>
<td>Admission GCS Motor Subscore</td>
<td>1 [1-3]</td>
</tr>
<tr>
<td>Admission pupils, one or neither reacting</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Injury Severity Score</td>
<td>25.5 ± 9.1</td>
</tr>
<tr>
<td>Patients Requiring Decompressive Hemicraniectomy</td>
<td>6 (55)</td>
</tr>
<tr>
<td><strong>Monitoring Data</strong></td>
<td></td>
</tr>
<tr>
<td>Time from Injury to Moberg CNS</td>
<td>7.3 [6.0-16.5]</td>
</tr>
<tr>
<td>Data, hours</td>
<td></td>
</tr>
<tr>
<td>Duration of Available Moberg CNS</td>
<td>39.5 [32.2-100.7]</td>
</tr>
<tr>
<td>Data, hours</td>
<td></td>
</tr>
<tr>
<td>ICP Monitoring</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Time from Injury to ICP Monitor, hours</td>
<td>6.5 [5.7-11.6]</td>
</tr>
<tr>
<td><strong>ICP Monitor Type</strong></td>
<td></td>
</tr>
<tr>
<td>- Parenchymal Monitor</td>
<td>9 (82)</td>
</tr>
<tr>
<td>- External Ventricular Drainage Catheter</td>
<td></td>
</tr>
<tr>
<td>- Both</td>
<td>2 (18)</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital Length of Stay, days</td>
<td>15.1 [14.2-22.3]</td>
</tr>
<tr>
<td>In-Hospital Mortality</td>
<td>6 (55)</td>
</tr>
<tr>
<td>6-Month Mortality</td>
<td>8 (73)</td>
</tr>
<tr>
<td>6-Month Glasgow Outcome Scale-Extended</td>
<td>1 [1-2]</td>
</tr>
</tbody>
</table>

Table III

<table>
<thead>
<tr>
<th>Signal Name</th>
<th>Physiologic Interpretation</th>
<th>Rate or Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Heart Rate</td>
<td>40-140 beats per minute</td>
</tr>
<tr>
<td>F2</td>
<td>Respiration</td>
<td>10 breaths per minute</td>
</tr>
<tr>
<td>F3</td>
<td>Random</td>
<td>30 second period</td>
</tr>
<tr>
<td>F4</td>
<td>Waves only present in ICP</td>
<td>90 second period</td>
</tr>
<tr>
<td>F5</td>
<td>Random</td>
<td>16-minute period</td>
</tr>
</tbody>
</table>

Fig. 2. Graphical depiction of the creation of simulated data set. Step 1 shows the power spectrum of the six base frequencies (Table III) used to create ICP and ABP. Blue indicates a representative ABP waveform. In each ABP waveform, the heart rate frequency was randomly selected between 40-140 bpm and was scaled to match the amplitude of a randomly selected patient from the TRACK-TBI dataset. Red indicates three ICP waveforms created from combinations of the base frequencies. Three CA phenotypes were created: Functional CA, Impaired Ca, and Absent CA. The frequencies used to create each ICP waveform are given above the red arrows.
reflect heart rate, respiration, and B-waves [8], [25], [38], [41]. Therefore, \( ICP = F1 + F2 + F4 \). Impaired CA passes faster frequencies into ICP and allows only decreasing portions of the slower waves to pass through [25], [38], [39]. Therefore, \( ICP = F1 + F2 + F3/1000 + F4 + F5/1000 \). 1000 was chosen to minimize the impact that the frequencies had on ICP and the correlation coefficient. In absent CA, PRx assumes that most or all of the frequencies present in ABP will be reflected in ICP. Therefore, \( ICP = F1 + F2 + F3 + F4 + F5 \). ABP was created by summing all physiologically relevant frequencies except for B-Waves (F4), representing oscillations found in ICP but not ABP. We then shifted all ICP waveforms by 6.8 seconds as some of the ICP waveforms are caused by traveling ABP waves, causing ICP to be lagged behind ABP [42]. ICP and ABP were then rescaled according to physiological values for each dataset. To obtain physiological rescaling values, we extracted full timecourses of ABP and ICP from all patients within the TrackTBI dataset. We fit a gamma distribution to each patient’s ICP and ABP data using Matlab’s fitdist function. For each dataset, we randomly selected a representative patient and rescaled ICP and ABP according to that patient’s distribution. As CA is one of many factors contributing to ICP value, we rescaled all three ICP waveforms to the same amplitude.

PRx is meant to capture the correlation between ABP and ICP after removing effects of heart rate and respiration. ‘True’ PRx was defined as the correlation coefficient over the whole waveform between \( F3 \) and \( F5 \) in ABP and all frequencies slower than \( F3 \) in ICP.

**Analysis**

**Calculating PRx** To test the sensitivity of PRx estimation to hyperparameters, we calculated PRx for every combination of averaging windows between 2 and 30 seconds and every correlation window between 2 and 65 averaged samples. We chose this broad range to capture every methodology presented in the literature. According to standard methods, averaging windows did not overlap [25], correlation windows are calculated so that the number of samples overlaps by 4/5. All calculations were done in Matlab and are publically available at: https://github.com/jenniferkbriggs/PRx. Unless otherwise noted, the reported PRx value is the median PRx across the four-hour dataset. Since the PRx calculation has high variance (noisy), we chose to use the median as it is more robust to noise than the mean.

**Calculating Empirical Estimator Bias:** To calculate empirical estimator bias from patient data, we first extracted the PRx estimation for each patient using the five common PRx hyperparameters outlined in table I. Because each method is based on different time windows, the time over which each PRx value is computed was slightly different. The output of each PRx method was then interpolated to compare values directly. The empirical estimator bias per patient was calculated according to equations 5 and 3.

\[
\text{Empirical Estimator Bias}_{j} = \frac{1}{N} \sum_{n=1}^{T_{N}} (\overline{PRx}_{t_{n},j} - PRx_{t_{n}})
\]

(2)

At each time point, \( PRx_{t_{n},j} \) is averaged over PRx estimation from a wide range of common hyperparameters (averaging windows between 5-20 seconds and correlation windows between 20-50 seconds) to define \( \overline{PRx} \), which is used as a center point for bias calculations.

\[
PRx(t_{n}) = \frac{1}{J} \sum_{j=1}^{J} PRx(t_{n})_{j}
\]

(3)

\( t_{n} \) is the time point, \( T_{N} \) is the total time, \( J \) is the hyperparameter pair, \( J \) is the total number of hyperparameters analyzed, and \( \overline{PRx} \) is the estimated PRx for hyperparameter \( j \) and time \( t_{n} \).

In simulated data where there is a ground truth PRx value, estimator bias is given by equation 5 but \( \overline{PRx}_{t_{n}} \) is replaced with the predefined PRx value.

**Calculating Sensitivity:** Sensitivity was calculated by iterating through every hyperparameter pair and calculating the percent difference between the PRx value estimated using the hyperparameter pair and the PRx value estimated using the hyperparameter pairs by averaging with \( \pm 1 \) second or correlating \( \pm 1 \) given by equation 4. Sensitivity can be interpreted as the average percent change in PRx value given a small change in hyperparameter choice.

\[
\text{Sensitivity} = \frac{1}{4N} \sum_{n=1}^{N} \left( PRx(n+1) - PRx(n) \right) \left( PRx(n) \right) + \frac{PRx(n-1) - PRx(n)}{PRx(n)} + \frac{PRx(n + Av) - PRx(n)}{PRx(n)} + \frac{PRx(n - Av) - PRx(n)}{PRx(n)}
\]

(4)

\( N \) is the number of unique hyperparameter pairs and \( PRx(n) \) is the PRx for a given hyperparameter, and \( Av \) is the number of averaging windows, allowing us to index into a 2D matrix using one number.

The range of PRx values was calculated as the difference between the PRx estimation from the hyperparameter with the largest median PRx value and the PRx estimation from the hyperparameter with the smallest median PRx value.

To quantify uncertainty or sensitivity as a percentage, we calculated Percent change = \( \frac{x_{2} - x_{1}}{x_{1}} \), where \( x_{1} \) is the initial value and \( x_{2} \) was the final value being compared.

**Identifying Optimal Hyperparameters**

Optimal hyperparameters were identified using both patient and simulated data. In patient data, the standard deviation (SD) of bias in PRx estimation was the standard deviation of the empirical estimator bias across the 21 datasets. We defined optimal thresholds for each of the four metrics as the lowest thresholds that yielded hyperparameters consistent with the other metrics. SD of bias in PRx for patient data had a threshold of 0.022, for simulated data 0.22, for average bias of PRx we used a threshold [0.01] for patient data, and [0.22] for simulated data.
The standard deviation of estimator bias over time was calculated by first interpolating PRx estimation from all hyperparameters using linear interpolation to match time points. Discrete-time empirical estimator bias was calculated as the difference between PRx from the hyperparameter and \( PR_{x_{t_n}} \) defined previously. The standard deviation of the estimator bias over time was calculated as the standard deviation of the discrete-time empirical estimator bias over all datasets, where \( (d \in D) \) represents each dataset.

The standard deviation of empirical estimator bias, \( sd \), was calculated as:

\[
SD(\hat{PR}_{x_{t_n}}, PR_{x_{t_n}}, d \in D) = \frac{\sum_{d \in D} (\hat{PR}_{x_{t_n}} - PR_{x_{t_n}})^2}{\text{length}(D)}
\]

Statistical significance was calculated using a paired one-way ANOVA with multiple comparisons.

Heartbeat identification and PRx calculation

To investigate our hypothesis that personalizing the PRx algorithm by averaging over patient heartbeat would provide a more robust and stable estimation of CA, we first identified all heartbeats in patient signals. Heartbeats in patients and simulated data were found using a sliding peak identification method on ABP. Data were segmented into one-minute and one-second windows with one-second overlap. A heartbeat is defined from the beginning of systole to the end of diastole. In each window, the beginning of each systolic phase was identified using Matlab’s `findpeaks` function of the inverted ABP segment. To ensure the dicrotic notch was not mistaken as a peak, the minimum peak prominence was set to be half of the range of max ABP to min ABP during the minute window. For sections of missing data, heartbeats were imputed as the average heart rate of the previous minute-long section. PRx was calculated as previously, but averaging windows were calculated using a given number of heartbeats rather than seconds.

All statistical tests are two-sided paired Student’s t-tests.

III. RESULTS

PRx is Sensitive to Hyperparameters

Using data from 11 traumatic brain injury (TBI) patients at the University of Cincinnati, we segmented the patient data into four-hour segments resulting in 21 datasets. To validate our PRx calculation, we plotted the PRx estimation present in the clinical dataset against our PRx estimation with hyperparameters 10 seconds average and 30 samples of correlation (Supplemental Fig. 1). 3 out of 21 datasets did not contain PRx estimation and were excluded from the validation step. The average lagged correlation for each dataset was 0.89, with a standard deviation of 0.05 and an average lag of -0.0160 seconds. We lagged the correlation because the PRx calculation is sensitive to the initial starting time and we did not have information on what time the PRx calculation was started in the clinical dataset. The primary source of error was this time lag and differences in posterior quality control and artifact removal not available in the operational clinical environment where clinical PRx was initially calculated. Given these differences, this correlation is strong enough to conclude that our PRx estimation is valid.

We first compared PRx estimation resulting from the five common hyperparameters given in Table I. Hyperparameter with ten-second averaging windows and 40 sample correlation had the lowest average empirical estimator bias and smallest uncertainty between the five common hyperparameters (Fig. 3a). Overall, shorter averaging windows (5-6 seconds) were positively biased (hyperparameter overestimates PRx compared to the mean), whereas longer averaging windows were negatively biased (hyperparameter underestimates PRx compared to the mean). These results indicate that across 21 datasets, PRx is sensitive to hyperparameter choices.

Because CPPopt is calculated by finding the CPP value for which PRx is minimized, we wanted to investigate whether the time and corresponding CPP for which PRx is minimized is also sensitive to hyperparameter choices, thereby directly impacting the CPPopt calculation used to guide clinical decision-making. Fig. 3b shows the one-hour window around the time when PRx was minimized for three representative patients (patient numbers correspond to patient numbers in Fig. 3b). For patient i, PRx is minimized at a similar value for the same time for all hyperparameters. This represents the ideal situation. For patient iii, the value of PRx minimization ranges between very good CA (PRx = -0.6) for the three hyperparameters with long averaging windows (10-15 sec) and absent CA (PRx = 0.25) for the two hyperparameters with short averaging windows (5-6 sec), agreeing with our previous findings that different hyperparameters lead to varying interpretation of CA function. In patient v, PRx is minimized at different times, ranging across 30 minutes. In this patient, we plotted the CPP (left y-axis in blue bars) at the times when PRx was minimized. Depending on the hyperparameter, optimal CPP ranged from 50 - 59 mmHg. These results indicate that the value of PRx and the time for which PRx reaches a minimum value are both sensitive to hyperparameter choices.

Sensitivity to Hyperparameters is Heterogenous Across Patients

While our results indicate that PRx is not robust to hyperparameter choices, if the behavior of the sensitivity is consistent across patients, one can quantify the bias and control for it. Therefore, we chose to quantify the sensitivity for each patient. Fig. 3c shows contour plots of the estimated temporal median PRx over the hyperparameter combinations for five individual patients. The different colors on a single contour plot, corresponding to different PRx estimations, indicate that PRx is sensitive to hyperparameters, as shown previously. The different types of contours (e.g., horizontal (ii) or diagonal and curved (iv and v)) indicate that the extent and behavior of PRx sensitivity are heterogeneous across patients. For example, in patient ii, using 18 sample correlations and 5, 6, or 7-second averaging windows results in median PRx values of 0.31, 0.28, and 0.17, respectively. This means that changing averaging window will change the PRx estimation by up to 82%.

To quantify sensitivity further, we defined the extent of PRx uncertainty as the range of PRx values for the five common methods. The difference in PRx estimation across the five common hyperparameters ranged from 0.05 for the least
Fig. 3. PRx is sensitive to hyperparameters. a) Empirical estimator bias of PRx estimation using the most common hyperparameters. Dots indicate single patient datasets. b) Time courses of PRx estimation using the most common hyperparameters for three representative patients, corresponding to those in c. Black circles indicate when PRx was minimized for each patient over four hours, highlighting that PRx minimization is sensitive to hyperparameter choices. In patient v, PRx is shown on the left y-axis and CPP for the corresponding time is shown on the right axis. CPP bars are colored according to the corresponding hyperparameter where PRx was minimized. Dashed line indicates the range of CPP values where PRx was minimized. c) Quantified sensitivity to all hyperparameters analyzed. Contour plots show results from five representative patients. Differences in contour plot topography indicate that PRx sensitivity is patient-dependent. The scatter plot shows sensitivity for all patients, with black circles outlining five representative patients whose contour plots are shown.

sensitive patient and 0.34 for the most sensitive patient (3c right y-axis of scatter plot). Considering PRx can be between -1 and 1, this corresponds to an uncertainty in PRx between 2.5% - 17% of the possible PRx values. If we calculate the difference in PRx across all hyperparameters analyzed, PRx estimation had a minimum uncertainty of 0.32 and a maximum uncertainty of 1.57, corresponding to an uncertainty 16% - 79% across the possible PRx values (Supp. Fig.2). We also quantify the global sensitivity at a granular level using the average percent change in PRx estimation given a small change in hyperparameter (1-second different averaging window, one sample different correlation window)(3c left y-axis of scatter plot). Results range from 1.6% – 213% depending on the patient. Indicating that the influence of a small change of hyperparameters could make a large change in PRx estimation, and the amount of change in PRx is heterogeneous across patients. Together, these results show that PRx is sensitive to hyperparameters, and the sensitivity of PRx is heterogeneous across patients. Therefore, a single hyperparameter choice can result in a different error for different patients, and a patient-specific hyperparameter choice may be necessary for ensuring the robustness of PRx.

**PRx Error in Simulated Data**

We then used the simulated data to evaluate the error of PRx estimation. To quantify hyperparameter-induced error and bias compared to the true PRx value, we calculated PRx for all hyperparameter choices (as in patient data) for 600 datasets of simulated data. In general, all hyperparameters were least accurate for impaired CA and most accurate for functioning CA (Fig. 4a). As in patient data, shorter averaging windows underestimated PRx, and larger windows overestimated PRx compared to common hyperparameters. However, in the simulated data, PRx was most accurate for longer averaging windows because of this overestimation. In agreement with the patient data, larger averaging windows decreased uncertainty.

**Identifying Optimal Hyperparameters Using Patient and Simulated Data.**

Despite the possible usefulness of a personalized hyperparameter choice, we first chose to investigate the optimal
After identifying all heartbeats, we repeated the calculated rate variability and interpatient average heartbeat differences. This would presumably minimize the impact of intrapatient heart rate variability and interpatient average heartbeat differences. We instead averaged over heartbeat rather than seconds. For example, to be a way to reduce patient-specific errors by personalizing the PRx algorithm.

Therefore, we chose to try personalizing the PRx algorithm by averaging over heartbeat rather than seconds. For example, if the hyperparameter pair was averaging over ten seconds and correlating over 30 samples, we instead averaged over ten heartbeats and correlated over 30 samples. This method would presumably minimize the impact of intrapatient heart rate variability and interpatient average heartbeat differences. After identifying all heartbeats, we repeated the calculated PRx for all hyperparameters in both patient and simulated data averaging over a given number of heartbeats rather than seconds.

In simulated data, the heartbeat averaging method decreased PRx estimator bias uncertainty and improved average estimator bias for absent CA (Fig. 6c). In the 21 patient datasets analyzed, PRx estimation was different between the two averaging methodologies (Fig. 6d). For PRx > 0.4, the heartbeat averaging methodology tended to estimate PRx to be larger than the estimate from the seconds averaging methodology. Our previous results in simulated data (Fig. 4a) indicate that the seconds averaging method underestimates PRx for patients with impaired and absent CA.

To further quantify the effect of this heartbeat method, we compared the sensitivity of PRx to different hyperparameters (Fig. 6e) and the uncertainty in the PRx estimation over time for the most common hyperparameter pair: average over ten seconds and correlated over 30 samples (Fig. 4f). The heartbeat averaging method significantly reduced PRx sensitivity to methods ($P = 0.0114$) and uncertainty of PRx over time ($P < 0.0001$) compared to the averaging method. The heartbeat averaging method did not notably impact PRx computation time. These results indicate that PRx estimation can be made more robust by averaging over heartbeats rather than seconds.

### IV. Discussion

The pressure reactivity index (PRx) is a clinically important metric for evaluating cerebral autoregulation (CA) function. PRx and CPPopt are becoming increasingly common in the clinical workflow for treating patients with neurovascular and neurological injuries. PRx is calculated using two hyperparameters: averaging windows and correlation windows. The importance of these hyperparameters remains an open question. The objective of this study was to quantify how sensitive PRx is to hyperparameters and investigate simple methodologies for improving the robustness of PRx. We found that PRx is sensitive to hyperparameters, and this sensitivity is patient-dependent. As our sample size was relatively small, our results are likely a conservative estimate of the possible bias and sensitivity of PRx, because the prevalence of outliers generally increases as sample size increases. Typically, PRx > 0.25 is interpreted as impaired CA and thought to predict a higher risk of mortality[29], [43], while PRx value ≤ 0 is interpreted as intact CA. Therefore, the critical threshold between ‘good’ PRx and ‘bad’ is ≈ 0.25.

We chose to analyze the sensitivity of PRx in a few different ways, each of which has different implications for the PRx interpretation. If the empirical estimator bias (Fig. 3a) for a given hyperparameter was relatively consistent across patients, one could easily compare hyperparameters while taking this bias into account. However, our data show that the bias is patient and hyperparameter specific. There is an uncertainty in hyperparameter bias of 0.3 which is larger than the critical threshold of PRx, indicating that values of PRx may have different interpretations across studies that use different hyperparameters. The range of possible PRx values allows...
Fig. 5. Bias in PRx estimation of all hyperparameters for simulated and patient data. a) Contour plots showing standard deviation (SD) of estimator bias in PRx for simulated data. Black hyperparameters indicate hyperparameters that minimized the SD of bias for these data. b) Contour plots showing average bias in simulated data. White indicates hyperparameters that minimized bias. c) As in a but for patient data. d) As in c but for patient data. e) One hour time series of the standard deviation of empirical estimator bias for the five common hyperparameters. Averaging window of 10 seconds and correlation window of 40 samples lies within the optimal hyperparameter range and is bolded. f) Comparison between the standard deviation of empirical estimator bias for each time point. Averaging window of 10 seconds and correlation window of 40 samples had significantly smaller bias ($p < 0.0001$) compared to other common hyperparameters. Analysis was paired one-way ANOVA with multiple comparisons.

us to quantify how sensitive PRx is to hyperparameters. In our cohort, the range of median PRx across the five common hyperparameters was between 0.054 and 0.34. This high level of hyperparameter influence (compared to the critical threshold of PRx) has important implications for clinical decision-making.

It is not likely that a monitor would change hyperparameters throughout a patient’s stay, so one may argue that the relative PRx value (relative to the patient) would be robust to this hyperparameter sensitivity. While this is partly true, changes in hyperparameters can also be interpreted as missing data. For example, in figure 3c patient ii, missing one second of data per averaging window results in a change of median PRx estimation from 0.17 to 0.28, which crosses the critical threshold. Changes in correlation samples can be interpreted as missing a 5-30 second piece of data within a longer time. Therefore, because of the prevalence of missing data in clinical settings, the sensitivity of PRx to hyperparameters may be influential even when the algorithm is calculated using one hyperparameter pair.

Current clinical decision-making targets are not based on raw PRx values but rather on the CPP for which PRx is minimized (CPPopt). Decisions based on the wrong hyperparameter could guide decisions that cause over or underperfusion of the patient. Our results indicate that the time and CPP for which PRx is minimized may be hyperparameter dependent. However, the fact that CPPopt is calculated using a parabolic fit and averaging of PRx over the four-hour epoch[32] may help remove some of this uncertainty.

A central challenge in the study of PRx is that it cannot be directly validated in critically ill patients. Compared to other CA metrics, PRx is a more successful predictor of mortality[44], and in animals, PRx was shown to be a good predictor of the lower limit of autoregulation (AUC = 0.795) [45], [46]. However, quantifying hyperparameter-dependent PRx error is not possible in patient data. Therefore, we created simulated data using assumptions underlying PRx (see methods) and physiologically relevant frequencies. While the interpretation of simulated data is always limited, creating our simulated data based on assumptions made in the PRx allows us to probe these assumptions and quantify error. In the simulated data, we find that patients with impaired CA have the least accurate PRx estimation compared to functional or absent. This is important because patients with impaired, but not completely absent PRx are likely those who will benefit most from CA-guided therapy, as those with intact CA should be able to regulate over large ranges of CPP, and by definition, there is no way to guide therapy based on where CA is most functional if CA is absent.

Using synthetic and patient data, we concluded that the optimal hyperparameters are averaging windows between 9-10 seconds and correlation windows between 40-44 samples. This recommendation is in line with previous experimental studies[23], [34]. From a data science perspective, it makes sense that the optimal averaging window is medium in length. Increasing the number of data points used for averaging will
Fig. 6. Comparison between traditional PRx calculation and new heartbeat-specific averaging. a) Representative ABP signal with black lines indicating heartbeat start times (left). ABP (teal) and ICP (red) are averaged over a given number of these heartbeats (right). b) Dependence of median PRx error on heart rate for intact (blue), impaired (red), and absent (yellow) CA in simulated data. c) PRx estimator bias in simulated data comparing heartbeat (blue) and seconds (traditional, purple) averaging methods. d) Sorted median PRx in patient data for the heartbeat (blue) and seconds (purple) averaging methods. e) Range of PRx estimation amongst five common hyperparameters. Dots indicate each dataset. f) Standard deviation of PRx over a four-hour window calculated by averaging over 10 seconds (purple) or heartbeats (blue) and correlating over 30 samples. P-values in d and e are two-tailed paired students’ t-tests.

decrease bias. This is likely why larger averaging windows decreased bias and uncertainty in both synthetic and patient data. However, according to the sampling theorem, any frequency faster than half the width of the averaging window will be smoothed over and therefore not be resolved[47]. Therefore, too long of an averaging window will not resolve essential frequencies in CA and, therefore, will not be able to distinguish between functional, impaired, and intact frequencies, which may be the case when using indices such as long-PRx [48].

We have recommended a set of optimal hyperparameters using the current PRx methodology. However, our data suggest that PRx sensitivity is patient-dependent (Fig. 3c.). Therefore, personalizing the PRx algorithm to the patient’s state may further reduce error. Using simulated data, we found that heart rate was associated with error in PRx estimation. We found that personalizing the PRx estimation by averaging over heartbeats rather than seconds decreased bias, uncertainty in bias, uncertainty in PRx, and sensitivity of PRx estimation to hyperparameters patient and simulated data (Fig 6).

The fact that PRx is associated with heart rate also has important implications for using PRx in pediatric care, as the average heart rate varies strongly between children and adults. These facts motivated our investigation of a patient’s heart rate-specific PRx methodology.

PRx is a valuable metric partly due to its simple and fast algorithm. By averaging over heartbeats, these benefits are maintained (as opposed to a more computationally expensive patient-specific method). We found that averaging over heartbeats significantly decreases uncertainty and bias in simulated data (Fig. 6b,d,e). This bias is not entirely removed, likely due to limitations in the simulated data and limitations of the PRx algorithm. In patient data, PRx from the heartbeat method was larger than standard PRx for patients with large PRx values, indicating absent CA. Therefore, the heartbeat
averaging method may reduce the bias found using simulated data, thereby increasing PRx estimation accuracy. Therefore, we conclude that averaging over heartbeats rather than seconds significantly decreases hyperparameter uncertainty and noise in PRx estimation and may decrease PRx estimation error.

V. CONCLUSION

The pressure reactivity index (PRx) is an important proxy for cerebral autoregulatory function and shows great promise in aiding clinical decision-making for neurologically ill patients. In this manuscript, we show that PRx is sensitive to methodological hyperparameters. This sensitivity is heterogeneous across patients, partly due to differences in heart rate. Reducing this sensitivity is crucial for increasing the usefulness of PRx and CPPopt-guided clinical decision-making and is vital to investigate for populations with different average heart rate.

Recommendations Based on Findings

We conclude with two recommendations. In the current PRx algorithm, we recommend averaging windows between 9-10 seconds and correlation windows between 40-55 samples. These hyperparameters significantly decrease uncertainty in PRx compared to other common hyperparameters in patient data and decrease PRx bias for patient and simulated data. To further decrease error and make the PRx algorithm patient specific, we recommend averaging based on patient heart rate rather than seconds. The software for this new algorithm will be made publically available. This modification decreases uncertainty, sensitivity, and bias in the PRx calculation, allowing for greater reliability of PRx and its use in clinical decision-making.
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Fig. 1. Validation of PRx against clinical PRx datasets. Blue indicated our lagged PRx estimate. Red represents PRx estimate output by clinical PRx datasets.


VI. Supplemental Figures