Improving patient flow through hospitals with machine learning based discharge prediction
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Abstract

**Background:** Advanced analytics, underpinned by large-scale electronic health record (EHR) data, have the potential to transform the efficiency of healthcare delivery.

**Methods:** We used data from 4 hospitals in Oxfordshire, UK (01-February-2017 to 31-January-2020), to develop machine learning models for predicting hospital discharge in the next 24 hours, conditional on the duration of hospitalisation to date. We fitted separate XGBoost models for patients in hospital after planned and emergency admissions and for patients with different lengths of stay since admission. Models were trained and tested using data from 126,054 emergency and 45,609 planned admissions.

**Findings:** In held-out test data (01-February-2019 to 31-January-2020), individual patient discharge was predicted with positive and negative predictive values of 87.5% and 94.1% respectively in emergency patients (sensitivity 82.3%, specificity 98.5%; AUPRC 87.6%, AUC 87.5%) and 97.8% after a planned admission (sensitivity 83.5%, specificity 98.1%; AUPRC 90.5%, AUC 90.1%). Combining individual discharge probabilities allowed accurate estimates of the total number of discharges from hospital, mean average error 5.8% for emergency and 3.1% for planned patients. Previous hospital exposure, procedures, antibiotic use, and comorbidities were the most predictive features, but the most important features differed between planned and emergency patients, and over the course of admission. Performance was best in short-stay and planned admission patients, but generally robust over time, across subgroups, and different model training strategies.

**Interpretation:** Our approach could help improve flow of patients through hospitals, resulting in faster care delivery and patient recovery, and better use of healthcare resources.

**Funding:** National Institute for Health Research.
Research in Context

Evidence before this study: There is unprecedented demand for healthcare services, and therefore significant interest in improving the efficiency of healthcare delivery. Prediction of hospital discharge could potentially facilitate more efficient and rapid delivery of care. We searched PubMed and Google Scholar using the terms (“patient flow” OR “hospital discharge” OR “bed state”) AND (“machine learning” OR “decision support”) to 31 March 2023. Despite successful applications of machine learning elsewhere in healthcare, there are relatively few implementations of machine learning based tools in operational management of healthcare. Previous studies are often limited to a specific context, e.g., one specialty, and often fail to demonstrate adequate levels of performance to be operationally useful.

Added value of this study: We describe an approach for accurately predicting hospital discharge within the next 24 hours that performs well across the whole hospital. We use established machine learning methods, but a novel modelling framework considering emergency and planned admissions separately, and fitting separate models conditional on the prior length of stay in the current admission. We provide accurate predictions of discharge within 24 hours for emergency patients, positive and negative predictive values of 87.5% and 94.1%, respectively, and 95.6% and 97.8% for planned admissions, in held-out test data. Combining individual discharge probabilities, we achieve highly accurate estimation of the total number of discharges from hospital over the next 24 hours, with mean average error of 5.8% and 3.1% for emergency and planned patients, respectively. Our method outperforms previous studies. We also provide detailed analyses exploring the optimal quantity and recency of training data needed, variations in predictive power throughout the day, performance across subgroups, and details of the key factors driving our predictions and how they vary across patient groups and during a hospital admission.

Implications of all the available evidence: Adoption of our approach has the potential to improve the flow of patients through hospitals, leading to more efficient care delivery, better patient experiences and enhanced utilization of healthcare resources.
Introduction

Increasing demand for healthcare, arising from changing population demographics, more long-term illness, societal changes, and technological advances, places considerable pressure on available hospital resources. This has been exacerbated by the COVID-19 pandemic, with large backlogs developing in patients awaiting urgent and routine care. Since healthcare resources are finite, there is considerable interest in how healthcare services can become more efficient. One focus is optimising patient flow through hospitals, to improve patient experience, to avoid delays in investigations, diagnosis, treatment, recovery, and discharge, and to reduce costs.

Predicting the timing of hospital discharge has multiple benefits: preparations for discharge can be made (e.g., support at home initiated, discharge medication made ready, rehabilitation therapy planned), length of stay (LOS) reduced, and the availability of an empty bed anticipated and planned for, and overcrowding reduced. In many hospitals, discharge predictions are made by the clinical team based on the patient’s diagnosis and current status, and updated throughout the hospital stay. However, the reliability and completeness of these potentially subjective assessments may vary, they may not always be well captured in electronic healthcare record (EHR) systems, and so they often do not contribute substantially to efficiently running hospitals. Therefore, automated predictions of LOS and discharge, coupled to downstream action, could potentially bring substantial operational benefits.

Multiple applications of EHR-based machine learning algorithms to patient flow have been described, including predicting hospital admissions and locations, hospital discharge volume, readmissions, prolonged hospital stay after cancer surgery, simulation of patient flow in multiple healthcare units, and prediction of patient readiness for discharge. However, improvements in accuracy, generalisability, and a better understanding of model resilience over time are required for discharge predictions to become widely used in practice.

Here we developed and comprehensively evaluated a machine learning algorithm to predict discharge from hospital within the next 24 hours. We demonstrate a high level of performance, that has the potential to substantially improve operational management of hospitals.

Methods

We aimed to predict hospital discharges within 24 hours of an index date and time for all patients currently in the hospital at this time (individual-level prediction). Model prediction probabilities were also aggregated to predict the total number of patients discharged within the next 24 hours following the index date time (hospital-level prediction). We adopt a pragmatic, operationally focused approach, predicting actual discharge, rather than simply readiness for discharge, and including patients who died as well as those who were discharged alive.

Setting

We obtained deidentified electrical health record (EHR) data from Oxford University Hospitals (OUH) in Oxfordshire, United Kingdom, for adult patients (≥16 years) during the three-year period from 01-February-2017 to 31-January-2020. OUH comprises four teaching hospitals, with 1000 beds overall, and serves the population of Oxfordshire, United Kingdom (UK; 725,000 people) as well as providing specialist services to the surrounding region. Patients attending only as outpatients (e.g., those attending regular haemodialysis sessions), those <16 years at admission or under the care of...
paediatrics, maternity and intensive care patients were excluded, the latter because discharge home within 24 hours was not expected in this group, however these patients were included once transferred to a ‘step-down’ ward.

**Model features**

Domain knowledge and prior literature were used to determine which of the available features within the dataset were potentially informative for predicting patient discharge. Input features included patient demographics, comorbidities, details of prior hospital stays and readmissions in the last year, summaries of vital signs, laboratory test results, microbiology results, antibiotic prescriptions, radiology investigations, procedures, and the current main diagnosis (Table S3).

Details on data pre-processing and feature selection are provided in the Supplement.

**Prediction task approach**

We predicted hospital discharge events within 24 hours of an index date and time for all patients currently in the hospital as a supervised binary classification task. Each patient contributed once to the dataset per day they were in hospital. Given different features may be important in predicting discharge at different stages of a patient’s stay, and may depend on the reason for admission, separate models were constructed for emergency and planned admissions, and for each of the following prior LOS in the current admission groups: <1 day, 2, 3, 4, 5, 6, 7-10, 11-13, 14-20, 21-27 and ≥28 days (2*11=22 models in total; Fig. 1c).

We used eXtreme gradient boosting (XGB) models to predict discharge within the next 24 hours (Fig. 1d; Fig. S1), after also testing classifiers based on CatBoost\(^{17}\), TabNet\(^{18}\), MLP\(^{19}\), and logistic regression (Fig. S2; Table S4). Models were trained using data from the first two years of the study (01-February-2017 to 31-January-2019) and evaluated using data from the final year of the study (01-February-2019 to 31-January-2020). We used Bayesian hyperparameter optimization and SMOTETomek or SMOTEENN to account for class imbalance in training data (see Supplement).

**Performance assessment**

We assessed individual patient-level model performance by comparing predicted discharge events within 24 hours from midnight with actual discharge events. We evaluated binary classification performance using area under the precision-recall curve (AUPRC), as this metric is robust to imbalanced data, as we had many more patient-days of data than discharge events. We also estimated area under receiver operating characteristic curve (AUROC) and sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) after selecting a model threshold for discharge probability that optimised F1-score. We focussed on PPV and NPV as these measures most closely relate to actual discharge decision making and are likely to be applicable to hospitals with similar daily discharge rates. We summarised the accuracy of predictions of the total number of patients discharged using mean absolute error (averaging over the 365 predictions in the test dataset), as a percentage of the mean number of discharges per day in the test data set (MAE%). We used the built-in feature importance with total gain approach in XGB to determine feature importance.

**Results**

We used data from 01-February-2017 to 31-January-2020 on 126,054 emergency admissions (76,293 patients, 52% female, median (IQR) age 60·2 (37·1-75·8) years) with a median (IQR) LOS of 2·8 (1·2-7·0) days (Table S1)) and from 45,609 planned admissions (38,235 patients, 49% female, 62·0 (25·0-
83.6) years) with LOS 2-3 (1-3-5-1 days (Table S2)). The proportion of patients discharged from hospital within the next 24 hours decreased as prior LOS in the current admission increased (Fig. 1a), and varied between emergency and planned admissions, and by day of the week (Fig. 1b).

**Predicting individual patient discharge events within 24 hours**

For emergency admissions, there were 53,917 patient-day observations (53,417 patients) and 82,334 (15.3%) discharge events in the training dataset, and 279,108 patient-day observations (31,112 patients) and 44,980 (16.1%) discharge events in the test dataset. Overall AUPRC for predicting discharge within 24 hours across the different prior LOS models was 87.6% (range by prior LOS 51.9-91.9%) and AUROC was 87.5% (Fig. 2a-d). Using a probability threshold for predicting discharge that optimised the F1-score in training data for each model, the overall PPV and NPV for emergency patients were 87.5% and 94.1% (sensitivity 82.3%, specificity 98.5%) (results were similar using a threshold that maximised accuracy).

Performance was better for planned admissions; there were 139,602 patient-day observations (26,912 patients) and 31,020 (22.2%) discharge events in the training dataset, and 63,464 patient-day observations (13,203 patients) and 14,682 (23.1%) discharge events in the test dataset. The overall AUPRC was 90.5% (range by prior LOS 56.9-95.9%) and AUROC 90.1%; PPV and NPV were 95.6% and 97.8% (sensitivity 83.5%, specificity 98.1%) (Fig. S3a-b).

Performance varied by LOS and was better for shorter prior LOS for both planned and emergency patients. For example, PPV and NPV for emergency admissions were 91.2% and 92.7% 1 day after admission, 76.5% and 95.1% 7 days after admission and 58.3% and 94.4% >28 days after admission.

**Predicting hospital-level daily discharge numbers**

We calculated the total number of discharges expected in the next 24 hours amongst all emergency or planned admission patients in the hospital by summing the patient-level predicted discharge probabilities (Fig. 2e; Fig. S3c-d; Fig. S4a-b). The mean average error, as a percentage of the mean number of daily discharges across the whole test period (MAE%), was 5.8% and 3.1% for emergency and planned admissions respectively (percentage root mean square error [RMSE%] 6.6% and 3.6%).

Similarly to individual patient-level predictions, hospital-wide predictions were more accurate for shorter prior LOS, and in planned compared to emergency admissions.

The predicted number of discharges accurately reflected weekly and calendar holiday fluctuations in discharge numbers for emergency patients (Fig. 2f, g) and planned patients (Fig. 2h, i), and performance was similar across the whole testing data period (Fig. S5).

**Feature importance**

The most informative features for predicting discharge included those describing hospital exposure before the current admission and readmissions, comorbidities, procedures, antibiotic use, and prediction index date features (Fig. 3; Fig. S6-7). However, there were differences between emergency and planned admissions, with procedures and antibiotic use being more informative in emergency admissions and previous hospital exposure and index date features being more informative in planned admissions. Feature importance also varied as LOS increased. In emergency admissions initially, procedures, radiology procedures, readmissions, previous hospital exposure and index date features were the top five most important features, but comorbidities and antibiotic use became more important as LOS increased. Similarly, previous hospital exposure, index date features,
radiology procedures, and blood cultures were the four most important features in planned admissions with short LOS, whereas readmissions, index date features, comorbidities and antibiotics were the most important with longer LOS.

Interestingly, contingent on the other features in the models, values of vital signs and laboratory tests played a relatively minor role in predicting imminent discharge, despite a model structure that allowed extreme values of either to be considered.

Subgroup performance
Relatively consistent performance was achieved across several subgroups, but performance varied across others (Fig. 4). PPV and NPV estimates were broadly similar by day of the week, sex, and ethnicity. However, there was greater variation by age, deprivation, and comorbidity in particular, with somewhat poorer performance amongst those >80 years, with more comorbidities and living in areas with greater deprivation. These patients were more likely to stay longer in hospital; in exploratory analyses restricting only to those with a final LOS ≤7 days, differences generally attenuated in the largest subgroups (Fig. S8).

Training dataset size and recency impact prediction performance
Fixing the test dataset to the 12 months from 01-February-2019, we evaluated the performance of models trained with 1-24 months prior data, i.e., only January-2019 through to January-2019 back to February-2017 inclusive (Fig. 5a). Summary metrics for individual patient-level and hospital-wide performance all improved as the number of months of training data increased, largely plateauing after approximately 13 months. These saturation effects suggest that the 24 months’ training data considered in the main analysis was more than sufficient to achieve optimal performance.

Mimicking implementation in the real-world, we also considered the impact of decreasing recency of training data (Fig. 5b). We used the same fixed test dataset, but only 12 months of training data varying from being as recent as possible to up to 11 months ‘out of date’. Training data ending within the last six months produced the best performance, with performance decreasing as training data age increased, e.g., in emergency admissions PPV with the most recent training data was 86-0% versus 75-5% when it was 11 months out-of-date, NPV 90-9% versus 81-3%, and MAE% versus 6-9% and 11-4%, respectively.

Index date decision time
Performance estimates to this point have used predictions made at midnight for the next 24 hours. However, in real-world use, predictions could be updated throughout the day as new patients are admitted and others discharged (Fig. S9). We investigated performance at different times of day using three training strategies: 1) fitting separate models for each time of day a prediction was required, e.g., 24 separate models for each hour of the day; 2) training the model with data from midnight only; 3) training the model with data randomly sampled from throughout the 24-hour period. Differences between the three strategies were relatively modest (Fig. S10), however index date-time specific models performed best, improving PPV, NPV and MAE% compared to models trained with data at midnight in absolute terms by around 2%, 1%, and ≤0-3% at most time points for emergency patients, and 2%, 2%, ≤0-2% for planned patients respectively. Performance gains need to be offset against greater computational (and storage) burdens for multiple time-of-day specific models. Unexpectedly models trained with data sampled equally throughout the day performed
somewhat worse, potentially as data from less informative times of the day contributed more to training.

Impact of model features

We evaluated if using only the most informative features maintained performance (Fig. S11). Feature categories (with multiple individual features included within each) were ranked by the mean importance of their individual features. Including the top six categories increased model performance markedly; smaller, but potentially important, improvements continued to be made as the number of feature categories used increased up to 21; however, this was at the expense of increased model training time.

When initially conceived, we included binary variables for the postcode districts containing each patient’s home address (typically approximately 25,000 people) to reflect variation in population characteristics and delivery of social support services by area (Table S5). However, this limits generalisability. Alternative models with summary features for LOS by location/postcode district (including total number of episodes, and mean, standard deviation, median, 25% and 75% percentile of LOS in the training dataset) (Fig. S12; Table S6-7) produced comparable performance (Fig. S13-14), whereas performance without location data was somewhat worse (Fig. S11).

Performance by discharge destination

We used a pragmatic and operationally relevant endpoint, predicting discharge from hospital with any outcome. When we analysed subgroups of patients discharge alive, those who died in hospital, and those who were transferred to another hospital, performance was marginally better for patients discharged alive (Table S8). For example, the MAE% values for total numbers of discharges per day in emergency patients were 5.7%, 6.2%, and 6.4% for these three groups respectively, and 3.1%, 3.4% and 4.3% for planned patients.

Discussion

Machine learning underpinned by large-scale EHR data has the potential to transform how healthcare is delivered; but applications to operational management of hospitals are largely unexplored currently.20 By careful feature curation and a novel model design, we were able to accurately predict patient discharge events within the next 24 hours across a whole hospital and wide range of patient subgroups. We predict the total number of discharges each day following a planned admission with a mean average error of only 3.1% and following an emergency admission with only 5.8% error. We were also able to make accurate predictions for individual patients: PPV and NPV following a planned admission were 94.1% and 97.8%, respectively, and 87.5% and 95.6% after an emergency admission.

Our models have potential to be applied to improve the efficiency of patient flows through hospital, resulting in faster care delivery and patient recovery, and better use of healthcare resources.

Availability of beds and timely patient discharge are major factors underlying patient flow problems,21 but most current initiatives focus on static procedures, e.g., ‘discharge by noon’, or respond only to critical levels of high demand,22 and there is limited translation of automated discharge prediction models into clinical practice.23

We build substantially on the prior studies, that have often focused only on discharge from specific settings, e.g., surgical or medical inpatients. We exceed the performance of an earlier simpler model
using data from our hospital group.\textsuperscript{24} Several factors underlie the performance we achieve: we fit different models by prior length of stay and for emergency and planned admissions; and we consider a wide range of input features, jointly selected and curated by experienced clinicians, statisticians, and machine learning experts. We account for individual patient factors, both immediate and longer-term and also consider hospital-wide factors including historical length of stay for specific conditions. We also conducted careful analyses of the optimal testing dataset size and composition, feature selection, data balancing, and hyper parameter choices. We aggregate patient-level probabilities into more precise predictions of daily discharge numbers at hospital-level, in contrast to other approaches modelling total discharges for the entire population\textsuperscript{25} or combining binary patient-level predictions (e.g., admission/discharge yes/no).\textsuperscript{26}

Explaining how our models work, and supporting their implementation, we describe which features contribute to our predictions, contingent on the other model features. This means that elective surgical admissions are largely modelled separately, however future work might consider if performance for emergency medical and emergency surgical patients could be improved by using separate models for these patient groups too.

We achieved the best performance for short-stay patients, where factors related to their active treatment and response are important in determining discharge and are relatively well captured by the data we use. In contrast, for longer-stay patients, and especially those $>80$ years, with more comorbidities, and with increasing socioeconomic deprivation, gaps in available data led to less accurate predictions. This highlights the importance of extending the data types available to improve performance, e.g., assessments of functional state (often documented only as free text and not available in our data) and external factors (such as availability of social care to support discharge).

We find that values of vital signs and laboratory tests played a relatively minor role in predicting imminent discharge, contingent on the other model features. This potentially reflects that we trained our models to pragmatically predict actual discharge, rather than readiness for discharge.

Performance became better with increasing training data size, but saturated with around 13 months’ training data, finishing no more than 6 months before the test dataset, suggesting that training could be undertaken without excessive historical data and updated two or three times a year in a real-world application. Additionally, differences between the time of day that models were trained and tested on had relatively modest impacts, however where computational resources allow optimal performance could be achieved by using models tuned to specific times of day.

Sequentially including more of the most predictive features (e.g., previous hospital exposure, readmissions, comorbidities, and procedures, etc) significantly increased model performance; however, improvements in model performance were smaller when further including more features that were less important (e.g., vital signs, admission specialty, etc). Trade-offs between performance and computational time may dictate the number of features hospitals choose to consider. This may also motivate hospitals to pay more attention to the data collection quality of the subset of key features that are most predictive to achieve accurate predictions most efficiently.

Limitations of our study include that we focus on a relatively short prediction horizon of 24 hours, and so our models as described could only support planning and interventions over the same timescale. However, our approach could be adapted to make longer-range predictions. We also used
diagnosis categories derived from ICD10 codes for training and test predictions, which are only recorded at discharge, however in reality the primary working diagnosis is known in real-time to clinicians, and could be used if documented electronically. We only had specific structured EHR data available and not data recorded as unstructured free text or in other forms. We therefore lacked data on frailty and functional assessments, therapist input, social care provision, and discharge planning that would almost certainly have improved prediction further, particularly for longer stay patients. We also do not capture directly some input features on the status of the hospital which could have improved performance, e.g., percentage of occupied beds (as numbers of available beds were not available in our dataset). We also did not evaluate how model performance changed with the degree of operational pressure the hospital was under, which could be considered in future as accurate predictions are arguably most helpful when resources are most constrained.

We adopted a relatively simple, pragmatic approach to feature engineering, using summaries of time series, such as vital signs, but potentially performance could be improved by better representing these dynamic data in future work. Similarly, alternatives to our feature selection approach could be tested, where multiple complex input features could be summarised through latent representations such as t-SNE\textsuperscript{27} or autoencoders\textsuperscript{28}. Deep learning architectures were not investigated, but could also potentially improve performance and allow more flexible updating, e.g., as new data is obtained over time or in different settings. Another extension would be to generate estimates of the uncertainty in our predictions, rather than just point estimates. Finally, we used temporal external validation rather than data from a completely different hospital group. Future work should include validation with data from other settings, including prospective in silico validations and real-world clinical evaluations of the impact that deploying a model would have on operational and patient-level outcomes.

In conclusion, we show using a novel model design and feature set how combining machine learning modelling approaches with EHR data could be used to inform real-time operational management of hospitals, with realistic requirements for training data and model updating. Our findings have the potential to be deployed to help improve efficiency of hospitals and to help patients recover and get home faster.
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**Fig. 1. Overview of model development.** a, Percentage of patients discharged within the next 24 hours in emergency and planned patients by duration of previous hospital stay. b, Percentage of patients discharged by weekday. c, The binary prediction problem was defined by classifying the outcome as ‘positive’ (discharge occurred within the next 24 h) or ‘negative’ (discharge did not occur within the next 24 h) separately for emergency patients and
planned patients with different durations of previous hospital stay. A binary classifier to predict imminent discharge within the next 24 hours was trained on the extracted labels and features from episodes with admission time between 1-Feb-2017 and 31-Jan-2019, and was tested on data between 1-Feb-2019 and 31-Jan-2020. XGBoost model was chosen as the classifier after comparison of different machine learning algorithms. The proposed prediction model consists of the trained binary classifier, five-fold cross validation, a data balance technique, Bayesian grid parameter search, and a decision probability threshold optimizing both precision and recall.
Fig. 2. Summary of model performance in the test dataset (01-Feb-2019 to 31-Jan-2020). At the individual patient admission-level, (a) Positive predictive value, PPV (b) negative predictive value, NPV, (c) area under the precision recall curve, AUPRC, (d) area under the receiver operating characteristic curve, AUROC. At the hospital-level, (e) mean average error (relative) (MAE%) (f) (g) predicted and actual discharges within 24 hours, and number of patients in hospital, emergency admissions (h) (i) predicted and actual discharges, and number of patients in hospital, planned admissions. Horizontal lines are provided in panels a-e to aid visualisation.
**Fig. 3. Feature importance.** Numbers show mean importance of the individual features within each feature category (higher numbers, with darker shading, represent greater importance), for each prior length of stay and emergency/planned admission model. Importance data was clustered using hierarchical agglomerative cluster analysis with equilibrious between-group average linkage method.
Fig. 4. Model performance in various subgroups within the test dataset (01-Feb-2019 to 31-Jan-2020). Positive predictive value (PPV) and negative predictive value (NPV) were used for patient-level discharge prediction performance evaluation, while mean absolute error (MAE%) was used for performance analysis of predicting discharge number at hospital-level. IMD=index of multiple deprivation score (higher scores indicate greater deprivation). Overall performance is shown by the dashed line in each plot.
Fig. 5. Impact of training dataset size and recency on discharge prediction performance within the test dataset (01-Feb-2019 to 31-Jan-2020). a, increasing training data size. b, decreasing recency of same-size training data. PPV=positive predictive value, NPV=negative predictive value, MAE%=mean absolute error (relative). Dashed blue lines indicate references of PPV=90%, NPV=90%, and MAE%=5%, respectively, to aid visualization.
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